
From:
To: Wu, Pae C CIV USN ONR GLOBAL SINGAPORE (US); Goolsby, Rebecca CIV ONR, 341
Subject: RE: Re-send! FW: [Non-DoD Source] Re: COSMOS Office of Naval Research funding
Date: Thursday, May 10, 2018 11:21:50 AM

It's going to be after 1800 Sydney Time for me otherwise we might have to look when I am back in the US the week
of the 21st.

Regards,

"This Email and attachments are For Official Use Only - Privacy Sensitive - Any misuse or unauthorized disclosure
may result in either civil or criminal penalties."

-----Original Message-----
From: Wu, Pae C CIV USN ONR GLOBAL SINGAPORE (US) [mailto:pae.c.wu.civ@mail.mil]
Sent: Thursday, May 10, 2018 10:44 AM
To: Goolsby, Rebecca CIV ONR, 341
Cc:
Subject: Re: Re-send! FW: [Non-DoD Source] Re: COSMOS Office of Naval Research funding

Rebecca and chuck

I could do 18 May evening sg time. So first thing east coast time. How early are y’all comfortable with?

P

_____________________________________
Sent by mobile apologies for typos

Pae Wu, PhD
Science Director | ONR Global
+1.206.953.4192
http://www.onr.navy.mil/global

On May 10, 2018, at 22:16, Goolsby, Rebecca CIV ONR, 341 <rebecca.goolsby@navy.mil> wrote:

        Dear Dr. Wu and
       
        My availability on the 16th is highly constrained and non-existent on the
        17.   The 18th is possible.
       
        Very respectfully,
       
        Dr. Rebecca Goolsby, Program Officer
        Office of Naval Research
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        Human  & Bioengineered Systems
        One Liberty Center
        875 N. Randolph Street
        Arlington, VA 22203
        Phone: 703-588-0558
        Cell: 571-329-4763
        Email: Rebecca.Goolsby@navy.mil
       
       
       
       
       
       
        -----Original Message-----
        From: Wu, Pae C CIV USN ONR GLOBAL SINGAPORE (US)
        [mailto:pae.c.wu.civ@mail.mil]
        Sent: Wednesday, May 09, 2018 10:29 PM
        To: Goolsby,
        Rebecca CIV ONR, 341 <rebecca.goolsby@navy.mil>
        Subject: RE: Re-send! FW: [Non-DoD Source] Re: COSMOS Office of Naval
        Research funding
       
        Chuck and Rebecca --
        I could do a telecom sometime Wednesday-Friday (16-18 May) until about 2000
        SG Time/ 0800 ET on Friday.  Let me know if y'all can find a good time for a
        call!
       
        I'll see if I can't get a more thorough draft from Prof. Dauwels before
        then.
       
        pae
       
        -----Original Message-----
        From:
        Sent: Wednesday, May 9, 2018 8:56 PM
        To: Wu, Pae C CIV USN ONR GLOBAL SINGAPORE (US) <pae.c.wu.civ@mail.mil>;
        Goolsby, Rebecca L CIV USN ONR (US) <rebecca.goolsby@navy.mil>
        Subject: RE: Re-send! FW: [Non-DoD Source] Re: COSMOS Office of Naval
        Research funding
       
        P et. al,
       
        I would love to definitely get together and talk on this.  I am heading out
        to Austrailia next week and am very busy at the moment.  I wouldn't be
        opposed to having a TELCON next week if Rebecca is available.
       
        Regards,
       
       
       
       
       
       
        "This Email and attachments are For Official Use Only - Privacy Sensitive -
        Any misuse or unauthorized disclosure may result in either civil or criminal
        penalties."
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        -----Original Message-----
        From: Wu, Pae C CIV USN ONR GLOBAL SINGAPORE (US)
        [mailto:pae.c.wu.civ@mail.mil]
        Sent: Tuesday, May 08, 2018 2:50 AM
        To: Goolsby, Rebecca CIV ONR, 341
        Cc: 
        Subject: RE: Re-send! FW: [Non-DoD Source] Re: COSMOS Office of Naval
        Research funding
       
        HI Rebecca and 
        So glad to have m er email, Rebecca.  -- nice to see your
        name!  This sounds really exciting that there's some interest in building up
        something through the Bi-lat.
       
        I've sent your distro A presentation to the PI (Justin Dauwels) for his
        consideration. He has close ties with the ministry of homeland affairs here
        (did projects on the extremist online content for them) so there's also a
        tie-in with MHA in addition to MINDEF.
       
        IN short, this could be the seed of something very interesting and unique
        that we can do here in Singapore.
       
        Definitely would be good to try and get together on a call sometime.  We're
        12 hours ahead of Arlington right now.  Could you do like 8 or 9AM Thursday
        or Friday morning ET time?
       
        p
       
        -----Original Message-----
        From: Goolsby, Rebecca CIV ONR, 341 [mailto:rebecca.goolsby@navy.mil]
        Sent: Tuesday, May 1, 2018 3:12 AM
        To: Wu, Pae C CIV USN ONR GLOBAL SINGAPORE (US) <pae.c.wu.civ@mail.mil>
        Cc:
        Subject: RE: Re-send! FW: [Non-DoD Source] Re: COSMOS Office of Naval
        Research funding
       
        Dear Dr. Wu,
       
        Thank you for your patience.  These are two quite interesting pieces, not at
        all outside of my program's interest.   We've been working on crisis and
        disaster informatics, rumor propagation and social hysteria issues for  over
        ten years now.  For the last four years, it's pretty much all we've done.
       
        I am working with on a separate, developing project with
        Singapore and NPS.   We're looking to study information environment
        assessment but this a project still in early stages of development.
       
        The "fake news" effort (attached for situation awareness) is
        in line with literally hundreds of efforts spinning up around the world.
        The work described here is fairly generic.  What would make this USEFUL,
        unique and IMPORTANT is if the performer focused on disinformation efforts
        in Asia Pacific, PARTICULARLY.  This is why I'm linking in as we
        discussed this the other day with NPS and representatives from the Singapore
        embassy.
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        Characterizing and assessing disinformation in Asia-Pacific is woefully in
        need of study.  I'm very interested in finding the right people to cooperate
        with to study this problem. tells me that there is a good deal of
        information conflict surround US/Singapore bi-lateral military exercises,
        held twice a year. 
       
        I am quite interested in developing a program thread on information
        conflicts in the Asia/Pacific region.  We have 3MEF customers-- and the
        developing 3 MIG associated with them (Marine Corps Information Groups) --
        that would be most interested in such a thread --as well as PACOM.  I'm
        including a publicly releasable draft of talk I gave that gives a broad
        explanation of the concerns in social hysteria and crowd manipulation my
        program has been researching. 
       
        Let's circle up soon and have a chat.
       
       
        Very respectfully,
       
        Dr. Rebecca Goolsby, Program Officer
        Office of Naval Research
        Human  & Bioengineered Systems
        One Liberty Center
        875 N. Randolph Street
        Arlington, VA 22203
        Phone: 703-588-0558
        Cell: 571-329-4763
        Email: Rebecca.Goolsby@navy.mil
       
       
       
       
       
       
       
        -----Original Message-----
        From: Wu, Pae C CIV USN ONR GLOBAL SINGAPORE (US)
        [mailto:pae.c.wu.civ@mail.mil]
        Sent: Sunday, April 29, 2018 10:31 PM
        To: Goolsby, Rebecca CIV ONR, 341 <rebecca.goolsby@navy.mil>
        Subject: Re-send! FW: [Non-DoD Source] Re: COSMOS Office of Naval Research
        funding
       
        Hi Dr. Goolsby -- here you go. Hope your computer woes are slowly resolving!
       
       
        Look forward to learning more about your programs and your potential
        interest areas.
        p
       
        -----Original Message-----
        From: Wu, Pae C CIV USN ONR GLOBAL SINGAPORE (US)
        Sent: Wednesday, April 11, 2018 4:58 PM
        To: Goolsby, Rebecca L CIV USN ONR (US) <rebecca.goolsby@navy.mil>
        Subject: RE: [Non-DoD Source] Re: COSMOS Office of Naval Research funding
       
        Hi Dr. Goolsby -- I am a science director based in Singapore for ONRG.  I
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        have been working with for over a year to scope out some
        activities here in Singapore to support a (still in development) STO program
        that would be performed here in Singapore. The big picture is related to
        gray zone, and in the near term the activity in Singapore would be looking
        at how real world urban sensors (multiple modalities) can be applied to
        person identification.
       
        In parallel with this, I have been discussing possible R&D grants with
        academics here in Singapore that ONRG may fund to complement the larger gray
        zone question.  I am extremely new to this space, but generally am
        interested in looking at how new analytical techniques (to include machine
        learning) can be applied to real world datasets for diagnosing activities
        that (taken in aggregate) may amount to gray zone aggressions. Singapore is
        a particularly interesting location to perform such studies in large part
        because of their national strategy to become a smart nation.  Surveillance
        cameras are ubiquitous and real-time transport tracking is as well.
        Further, they are sensorizing housing developments (where 80% of
        singaporeans reside) for more conveniences for daily life, and ancillary
        security considerations. In short, there is an appetite and some comfort
        with using with real world data in controlled ways.
       
        These elements I suspect are a bit afield from your program activities, but
        I was hoping to perhaps start a conversation about these larger questions
        surrounding gray zone and how we might be able to leverage our presence here
        in Singapore to support ONR's activities as well.  I am attaching a couple
        very light white papers from a professor here in Singapore who wants to
        apply machine learning and deep learning approaches to national security
        problems. I'm awaiting a more technically deep draft from him, but in the
        meantime, I wanted to get a sense from you whether these are ideas that
        might resonate with your program as well? I've been in contact with Lisa
        Troyer and Fred Gregory from ARO as well regarding these white papers. 
       
        Thanks for your time and I look forward to learning more about your program.
       
        Pae
       
       
        Very respectfully,
        ___________________________________________
        Pae Wu, Ph.D.
        ONR Global Science Director Singapore Office Embassy of the United States of
        America |Singapore
        (m) +1 (206) 953.4192 | (o) +65 6476.9300
        iMessage/FaceTime: pae.c.wu.civ@mail.mil
        http://www.onr.navy.mil/global  
       
       
       
        -----Original Message-----
        From: Nitin Agarwal [mailto:nxagarwal@ualr.edu]
        Sent: Tuesday, April 10, 2018 11:14 PM
        To: Wu, Pae C CIV USN ONR GLOBAL SINGAPORE (US) <pae.c.wu.civ@mail.mil>
        Cc: Goolsby, Rebecca L CIV USN ONR (US) <rebecca.goolsby@navy.mil>
        Subject: [Non-DoD Source] Re: COSMOS Office of Naval Research funding
       
        Hi Pae,
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        I appreciate you reaching out.  My program officer at ONR is Dr. Rebecca
        Goolsby.  I am copying her on this note.  My DARPA program manager is Dr.
        Jonathan Pfautz <Jonathan.Pfautz@darpa.mil>.
       
        Attached are two of my latest publications with full citation details as
        follows:
       
        - Nitin Agarwal and Kiran Kumar Bandeli. Blogs, Fake News, and Information
        Activities. Digital Hydra: Security Implications of False Information
        Online. NATO Strategic Communications Center of Excellence (StratCom COE).
        pp. 31- 46. November 8, 2017. ISBN 978-9934-564-18-5.
       
        - Nitin Agarwal, Samer Al-khateeb, Rick Galeano, and Rebecca Goolsby.
        Examining the Use of Botnets and their Evolution in Propaganda
        Dissemination. Journal of NATO Defence Strategic Communications, Vol. 2, pp.
        87-112. 2017.
       
       
        Also, Dr. Golsby and I work closely with Dr. Lucia Falzon
        <lucia.falzon@dst.defence.gov.au> over at the Australian Department of
        Defense Science and Technology on the topics of social network analysis. I
        appreciate any details you could share about the workshop you are
        envisioning and if we could be of help.
       
        Please let me know if there is anything I can provide to help further.
       
        Best wishes,
        Nitin
       
       
       



From: Wu, Pae C CIV USN ONR GLOBAL SINGAPORE (US)
To: Goolsby, Rebecca CIV ONR, 341
Subject: RE: Re-send! FW: [Non-DoD Source] Re: COSMOS Office of Naval Research funding
Date: Friday, May 11, 2018 3:25:06 AM

Are you OK with that or are you suggesting we aim for week of 21st? 

My mornings and evenings 21-23 May are quite flexible. 

Rebecca -- what say ye?

p

-----Original Message-----
From: 
Sent: Thursday, May 10, 2018 11:22 PM
To: Wu, Pae C CIV USN ONR GLOBAL SINGAPORE (US) <pae.c.wu.civ@mail.mil>; Goolsby, Rebecca L CIV
USN ONR (US) <rebecca.goolsby@navy.mil>
Subject: RE: Re-send! FW: [Non-DoD Source] Re: COSMOS Office of Naval Research funding

It's going to be after 1800 Sydney Time for me otherwise we might have to look when I am back in the US the week
of the 21st.

Regards,

"This Email and attachments are For Official Use Only - Privacy Sensitive - Any misuse or unauthorized disclosure
may result in either civil or criminal penalties."

-----Original Message-----
From: Wu, Pae C CIV USN ONR GLOBAL SINGAPORE (US) [mailto:pae.c.wu.civ@mail.mil]
Sent: Thursday, May 10, 2018 10:44 AM
To: Goolsby, Rebecca CIV ONR, 341
Cc: 
Subject: Re: Re-send! FW: [Non-DoD Source] Re: COSMOS Office of Naval Research funding

Rebecca and

I could do 18 May evening sg time. So first thing east coast time. How early are y'all comfortable with?

P

_____________________________________
Sent by mobile apologies for typos

Pae Wu, PhD
Science Director | ONR Global
+1.206.953.4192
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http://www.onr.navy.mil/global

On May 10, 2018, at 22:16, Goolsby, Rebecca CIV ONR, 341 <rebecca.goolsby@navy.mil> wrote:

        Dear Dr. Wu and 
       
        My availability on the 16th is highly constrained and non-existent on the
        17.   The 18th is possible.
       
        Very respectfully,
       
        Dr. Rebecca Goolsby, Program Officer
        Office of Naval Research
        Human  & Bioengineered Systems
        One Liberty Center
        875 N. Randolph Street
        Arlington, VA 22203
        Phone: 703-588-0558
        Cell: 571-329-4763
        Email: Rebecca.Goolsby@navy.mil
       
       
       
       
       
       
        -----Original Message-----
        From: Wu, Pae C CIV USN ONR GLOBAL SINGAPORE (US)
        [mailto:pae.c.wu.civ@mail.mil]
        Sent: Wednesday, May 09, 2018 10:29 PM
        To: Goolsby,
        Rebecca CIV ONR, 341 <rebecca.goolsby@navy.mil>
        Subject: RE: Re-send! FW: [Non-DoD Source] Re: COSMOS Office of Naval
        Research funding
       
      and Rebecca --
        I could do a telecom sometime Wednesday-Friday (16-18 May) until about 2000
        SG Time/ 0800 ET on Friday.  Let me know if y'all can find a good time for a
        call!
       
        I'll see if I can't get a more thorough draft from Prof. Dauwels before
        then.
       
        pae
       
        -----Original Message-----
        From:
        Sent: W
        To: Wu, Pae C CIV USN ONR GLOBAL SINGAPORE (US) <pae.c.wu.civ@mail.mil>;
        Goolsby, Rebecca L CIV USN ONR (US) <rebecca.goolsby@navy.mil>
        Subject: RE: Re-send! FW: [Non-DoD Source] Re: COSMOS Office of Naval
        Research funding
       
        P et. al,
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        I would love to definitely get together and talk on this.  I am heading out
        to Austrailia next week and am very busy at the moment.  I wouldn't be
        opposed to having a TELCON next week if Rebecca is available.
       
        Regards,
       
       
       
       
       
       
        "This Email and attachments are For Official Use Only - Privacy Sensitive -
        Any misuse or unauthorized disclosure may result in either civil or criminal
        penalties."
       
       
       
        -----Original Message-----
        From: Wu, Pae C CIV USN ONR GLOBAL SINGAPORE (US)
        [mailto:pae.c.wu.civ@mail.mil]
        Sent: Tuesday, May 08, 2018 2:50 AM
        To: Goolsby, Rebecca CIV ONR, 341
        Cc: 
        Subject: RE: Re-send! FW: [Non-DoD Source] Re: COSMOS Office of Naval
        Research funding
       
        HI Rebecca and
        So glad to have met you over email, Rebecca.  - nice to see your
        name!  This sounds really exciting that there's some interest in building up
        something through the Bi-lat.
       
        I've sent your distro A presentation to the PI (Justin Dauwels) for his
        consideration. He has close ties with the ministry of homeland affairs here
        (did projects on the extremist online content for them) so there's also a
        tie-in with MHA in addition to MINDEF.
       
        IN short, this could be the seed of something very interesting and unique
        that we can do here in Singapore.
       
        Definitely would be good to try and get together on a call sometime.  We're
        12 hours ahead of Arlington right now.  Could you do like 8 or 9AM Thursday
        or Friday morning ET time?
       
        p
       
        -----Original Message-----
        From: Goolsby, Rebecca CIV ONR, 341 [mailto:rebecca.goolsby@navy.mil]
        Sent: Tuesday, May 1, 2018 3:12 AM
        To: Wu, Pae C CIV USN ONR GLOBAL SINGAPORE (US) <pae.c.wu.civ@mail.mil>
        Cc:
        Subject: RE: Re-send! FW: [Non-DoD Source] Re: COSMOS Office of Naval
        Research funding
       
        Dear Dr. Wu,
       
        Thank you for your patience.  These are two quite interesting pieces, not at
        all outside of my program's interest.   We've been working on crisis and
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        disaster informatics, rumor propagation and social hysteria issues for  over
        ten years now.  For the last four years, it's pretty much all we've done.
       
        I am working with on a separate, developing project with
        Singapore and NPS.   We're looking to study information environment
        assessment but this a project still in early stages of development.
       
        The "fake news" effort (attached for situation awareness) is
        in line with literally hundreds of efforts spinning up around the world.
        The work described here is fairly generic.  What would make this USEFUL,
        unique and IMPORTANT is if the performer focused on disinformation efforts
        in Asia Pacific, PARTICULARLY.  This is why I'm linking in as we
        discussed this the other day with NPS and representatives from the Singapore
        embassy.
       
        Characterizing and assessing disinformation in Asia-Pacific is woefully in
        need of study.  I'm very interested in finding the right people to cooperate
        with to study this problem. tells me that there is a good deal of
        information conflict surround US/Singapore bi-lateral military exercises,
        held twice a year. 
       
        I am quite interested in developing a program thread on information
        conflicts in the Asia/Pacific region.  We have 3MEF customers-- and the
        developing 3 MIG associated with them (Marine Corps Information Groups) --
        that would be most interested in such a thread --as well as PACOM.  I'm
        including a publicly releasable draft of talk I gave that gives a broad
        explanation of the concerns in social hysteria and crowd manipulation my
        program has been researching. 
       
        Let's circle up soon and have a chat.
       
       
        Very respectfully,
       
        Dr. Rebecca Goolsby, Program Officer
        Office of Naval Research
        Human  & Bioengineered Systems
        One Liberty Center
        875 N. Randolph Street
        Arlington, VA 22203
        Phone: 703-588-0558
        Cell: 571-329-4763
        Email: Rebecca.Goolsby@navy.mil
       
       
       
       
       
       
       
        -----Original Message-----
        From: Wu, Pae C CIV USN ONR GLOBAL SINGAPORE (US)
        [mailto:pae.c.wu.civ@mail.mil]
        Sent: Sunday, April 29, 2018 10:31 PM
        To: Goolsby, Rebecca CIV ONR, 341 <rebecca.goolsby@navy.mil>
        Subject: Re-send! FW: [Non-DoD Source] Re: COSMOS Office of Naval Research
        funding
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        Hi Dr. Goolsby -- here you go. Hope your computer woes are slowly resolving!
       
       
        Look forward to learning more about your programs and your potential
        interest areas.
        p
       
        -----Original Message-----
        From: Wu, Pae C CIV USN ONR GLOBAL SINGAPORE (US)
        Sent: Wednesday, April 11, 2018 4:58 PM
        To: Goolsby, Rebecca L CIV USN ONR (US) <rebecca.goolsby@navy.mil>
        Subject: RE: [Non-DoD Source] Re: COSMOS Office of Naval Research funding
       
        Hi Dr. Goolsby -- I am a science director based in Singapore for ONRG.  I
        have been working with for over a year to scope out some
        activities here in Singapore to support a (still in development) STO program
        that would be performed here in Singapore. The big picture is related to
        gray zone, and in the near term the activity in Singapore would be looking
        at how real world urban sensors (multiple modalities) can be applied to
        person identification.
       
        In parallel with this, I have been discussing possible R&D grants with
        academics here in Singapore that ONRG may fund to complement the larger gray
        zone question.  I am extremely new to this space, but generally am
        interested in looking at how new analytical techniques (to include machine
        learning) can be applied to real world datasets for diagnosing activities
        that (taken in aggregate) may amount to gray zone aggressions. Singapore is
        a particularly interesting location to perform such studies in large part
        because of their national strategy to become a smart nation.  Surveillance
        cameras are ubiquitous and real-time transport tracking is as well.
        Further, they are sensorizing housing developments (where 80% of
        singaporeans reside) for more conveniences for daily life, and ancillary
        security considerations. In short, there is an appetite and some comfort
        with using with real world data in controlled ways.
       
        These elements I suspect are a bit afield from your program activities, but
        I was hoping to perhaps start a conversation about these larger questions
        surrounding gray zone and how we might be able to leverage our presence here
        in Singapore to support ONR's activities as well.  I am attaching a couple
        very light white papers from a professor here in Singapore who wants to
        apply machine learning and deep learning approaches to national security
        problems. I'm awaiting a more technically deep draft from him, but in the
        meantime, I wanted to get a sense from you whether these are ideas that
        might resonate with your program as well? I've been in contact with Lisa
        Troyer and Fred Gregory from ARO as well regarding these white papers. 
       
        Thanks for your time and I look forward to learning more about your program.
       
        Pae
       
       
        Very respectfully,
        ___________________________________________
        Pae Wu, Ph.D.
        ONR Global Science Director Singapore Office Embassy of the United States of
        America |Singapore
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        (m) +1 (206) 953.4192 | (o) +65 6476.9300
        iMessage/FaceTime: pae.c.wu.civ@mail.mil
        http://www.onr.navy.mil/global  
       
       
       
        -----Original Message-----
        From: Nitin Agarwal [mailto:nxagarwal@ualr.edu]
        Sent: Tuesday, April 10, 2018 11:14 PM
        To: Wu, Pae C CIV USN ONR GLOBAL SINGAPORE (US) <pae.c.wu.civ@mail.mil>
        Cc: Goolsby, Rebecca L CIV USN ONR (US) <rebecca.goolsby@navy.mil>
        Subject: [Non-DoD Source] Re: COSMOS Office of Naval Research funding
       
        Hi Pae,
       
        I appreciate you reaching out.  My program officer at ONR is Dr. Rebecca
        Goolsby.  I am copying her on this note.  My DARPA program manager is
      
       
        Attached are two of my latest publications with full citation details as
        follows:
       
        - Nitin Agarwal and Kiran Kumar Bandeli. Blogs, Fake News, and Information
        Activities. Digital Hydra: Security Implications of False Information
        Online. NATO Strategic Communications Center of Excellence (StratCom COE).
        pp. 31- 46. November 8, 2017. ISBN 978-9934-564-18-5.
       
        - Nitin Agarwal, Samer Al-khateeb, Rick Galeano, and Rebecca Goolsby.
        Examining the Use of Botnets and their Evolution in Propaganda
        Dissemination. Journal of NATO Defence Strategic Communications, Vol. 2, pp.
        87-112. 2017.
       
       
        Also, Dr. Golsby and I work closely with Dr. Lucia Falzon
        <lucia.falzon@dst.defence.gov.au> over at the Australian Department of
        Defense Science and Technology on the topics of social network analysis. I
        appreciate any details you could share about the workshop you are
        envisioning and if we could be of help.
       
        Please let me know if there is anything I can provide to help further.
       
        Best wishes,
        Nitin
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From: Wu, Pae C CIV USN ONR GLOBAL SINGAPORE (US)
To: Goolsby, Rebecca CIV ONR, 341
Cc:
Subject: RE: Re-send! FW: [Non-DoD Source] Re: COSMOS Office of Naval Research funding
Date: Tuesday, May 8, 2018 2:50:47 AM

HI Rebecca and 
So glad to have met you over email, Rebecca. -- nice to see your
name!  This sounds really exciting that there's some interest in building up
something through the Bi-lat.

I've sent your distro A presentation to the PI (Justin Dauwels) for his
consideration. He has close ties with the ministry of homeland affairs here
(did projects on the extremist online content for them) so there's also a
tie-in with MHA in addition to MINDEF.

IN short, this could be the seed of something very interesting and unique
that we can do here in Singapore.

Definitely would be good to try and get together on a call sometime.  We're
12 hours ahead of Arlington right now.  Could you do like 8 or 9AM Thursday
or Friday morning ET time?

p

-----Original Message-----
From: Goolsby, Rebecca CIV ONR, 341 [mailto:rebecca.goolsby@navy.mil]
Sent: Tuesday, May 1, 2018 3:12 AM
To: Wu, Pae C CIV USN ONR GLOBAL SINGAPORE (US) <pae.c.wu.civ@mail.mil>
Cc: 
Subject: RE: Re-send! FW: [Non-DoD Source] Re: COSMOS Office of Naval
Research funding

Dear Dr. Wu,

Thank you for your patience.  These are two quite interesting pieces, not at
all outside of my program's interest.   We've been working on crisis and
disaster informatics, rumor propagation and social hysteria issues for  over
ten years now.  For the last four years, it's pretty much all we've done.

I am working with on a separate, developing project with
Singapore and NPS.   We're looking to study information environment
assessment but this a project still in early stages of development.

The "fake news" effort (attached for situation awareness) is
in line with literally hundreds of efforts spinning up around the world.
The work described here is fairly generic.  What would make this USEFUL,
unique and IMPORTANT is if the performer focused on disinformation efforts
in Asia Pacific, PARTICULARLY.  This is why I'm linking in  as we
discussed this the other day with NPS and representatives from the Singapore
embassy.

Characterizing and assessing disinformation in Asia-Pacific is woefully in
need of study.  I'm very interested in finding the right people to cooperate
with to study this problem. tells me that there is a good deal of

(b) (6)

(b) (6)
(b) (6)

(b) (6)

(b) (6)

(b) (6)

(b) (6)

(b) (6)

mailto:pae.c.wu.civ@mail.mil
mailto:rebecca.goolsby@navy.mil
mailto:rebecca.goolsby@navy.mil


information conflict surround US/Singapore bi-lateral military exercises,
held twice a year. 

I am quite interested in developing a program thread on information
conflicts in the Asia/Pacific region.  We have 3MEF customers-- and the
developing 3 MIG associated with them (Marine Corps Information Groups) --
that would be most interested in such a thread --as well as PACOM.  I'm
including a publicly releasable draft of talk I gave that gives a broad
explanation of the concerns in social hysteria and crowd manipulation my
program has been researching. 

Let's circle up soon and have a chat.

Very respectfully,

Dr. Rebecca Goolsby, Program Officer
Office of Naval Research
Human  & Bioengineered Systems
One Liberty Center
875 N. Randolph Street
Arlington, VA 22203
Phone: 703-588-0558
Cell: 571-329-4763
Email: Rebecca.Goolsby@navy.mil

-----Original Message-----
From: Wu, Pae C CIV USN ONR GLOBAL SINGAPORE (US)
[mailto:pae.c.wu.civ@mail.mil]
Sent: Sunday, April 29, 2018 10:31 PM
To: Goolsby, Rebecca CIV ONR, 341 <rebecca.goolsby@navy.mil>
Subject: Re-send! FW: [Non-DoD Source] Re: COSMOS Office of Naval Research
funding

Hi Dr. Goolsby -- here you go. Hope your computer woes are slowly resolving!

Look forward to learning more about your programs and your potential
interest areas.
p

-----Original Message-----
From: Wu, Pae C CIV USN ONR GLOBAL SINGAPORE (US)
Sent: Wednesday, April 11, 2018 4:58 PM
To: Goolsby, Rebecca L CIV USN ONR (US) <rebecca.goolsby@navy.mil>
Subject: RE: [Non-DoD Source] Re: COSMOS Office of Naval Research funding

Hi Dr. Goolsby -- I am a science director based in Singapore for ONRG.  I
have been working with for over a year to scope out some
activities here in Singapore to support a (still in development) STO program
that would be performed here in Singapore. The big picture is related to
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gray zone, and in the near term the activity in Singapore would be looking
at how real world urban sensors (multiple modalities) can be applied to
person identification.

In parallel with this, I have been discussing possible R&D grants with
academics here in Singapore that ONRG may fund to complement the larger gray
zone question.  I am extremely new to this space, but generally am
interested in looking at how new analytical techniques (to include machine
learning) can be applied to real world datasets for diagnosing activities
that (taken in aggregate) may amount to gray zone aggressions. Singapore is
a particularly interesting location to perform such studies in large part
because of their national strategy to become a smart nation.  Surveillance
cameras are ubiquitous and real-time transport tracking is as well.
Further, they are sensorizing housing developments (where 80% of
singaporeans reside) for more conveniences for daily life, and ancillary
security considerations. In short, there is an appetite and some comfort
with using with real world data in controlled ways.

These elements I suspect are a bit afield from your program activities, but
I was hoping to perhaps start a conversation about these larger questions
surrounding gray zone and how we might be able to leverage our presence here
in Singapore to support ONR's activities as well.  I am attaching a couple
very light white papers from a professor here in Singapore who wants to
apply machine learning and deep learning approaches to national security
problems. I'm awaiting a more technically deep draft from him, but in the
meantime, I wanted to get a sense from you whether these are ideas that
might resonate with your program as well? I've been in contact with Lisa
Troyer and Fred Gregory from ARO as well regarding these white papers. 

Thanks for your time and I look forward to learning more about your program.

Pae

Very respectfully,
___________________________________________
Pae Wu, Ph.D.
ONR Global Science Director Singapore Office Embassy of the United States of
America |Singapore
(m) +1 (206) 953.4192 | (o) +65 6476.9300
iMessage/FaceTime: pae.c.wu.civ@mail.mil
http://www.onr.navy.mil/global  

-----Original Message-----
From: Nitin Agarwal [mailto:nxagarwal@ualr.edu]
Sent: Tuesday, April 10, 2018 11:14 PM
To: Wu, Pae C CIV USN ONR GLOBAL SINGAPORE (US) <pae.c.wu.civ@mail.mil>
Cc: Goolsby, Rebecca L CIV USN ONR (US) <rebecca.goolsby@navy.mil>
Subject: [Non-DoD Source] Re: COSMOS Office of Naval Research funding

Hi Pae,

I appreciate you reaching out.  My program officer at ONR is Dr. Rebecca
Goolsby.  I am copying her on this note.  My DARPA program manager is
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Attached are two of my latest publications with full citation details as
follows:

- Nitin Agarwal and Kiran Kumar Bandeli. Blogs, Fake News, and Information
Activities. Digital Hydra: Security Implications of False Information
Online. NATO Strategic Communications Center of Excellence (StratCom COE).
pp. 31- 46. November 8, 2017. ISBN 978-9934-564-18-5.

- Nitin Agarwal, Samer Al-khateeb, Rick Galeano, and Rebecca Goolsby.
Examining the Use of Botnets and their Evolution in Propaganda
Dissemination. Journal of NATO Defence Strategic Communications, Vol. 2, pp.
87-112. 2017.

Also, Dr. Golsby and I work closely with Dr. Lucia Falzon
<lucia.falzon@dst.defence.gov.au> over at the Australian Department of
Defense Science and Technology on the topics of social network analysis. I
appreciate any details you could share about the workshop you are
envisioning and if we could be of help.

Please let me know if there is anything I can provide to help further.

Best wishes,
Nitin



From: Wu, Pae C CIV USN ONR GLOBAL SINGAPORE (US)
To: Goolsby, Rebecca CIV ONR, 341
Subject: RE: Re-send! FW: [Non-DoD Source] Re: COSMOS Office of Naval Research funding
Date: Wednesday, May 9, 2018 10:28:45 PM

Chuck and Rebecca --
I could do a telecom sometime Wednesday-Friday (16-18 May) until about 2000
SG Time/ 0800 ET on Friday.  Let me know if y'all can find a good time for a
call!

I'll see if I can't get a more thorough draft from Prof. Dauwels before
then.

pae

-----Original Message-----
From: 
Sent: Wednesday, May 9, 2018 8:56 PM
To: Wu, Pae C CIV USN ONR GLOBAL SINGAPORE (US) <pae.c.wu.civ@mail.mil>;
Goolsby, Rebecca L CIV USN ONR (US) <rebecca.goolsby@navy.mil>
Subject: RE: Re-send! FW: [Non-DoD Source] Re: COSMOS Office of Naval
Research funding

P et. al,

I would love to definitely get together and talk on this.  I am heading out
to Austrailia next week and am very busy at the moment.  I wouldn't be
opposed to having a TELCON next week if Rebecca is available.

Regards,

(W) 703-695-6254

"This Email and attachments are For Official Use Only - Privacy Sensitive -
Any misuse or unauthorized disclosure may result in either civil or criminal
penalties."

-----Original Message-----
From: Wu, Pae C CIV USN ONR GLOBAL SINGAPORE (US)
[mailto:pae.c.wu.civ@mail.mil]
Sent: Tuesday, May 08, 2018 2:50 AM
To: Goolsby, Rebecca CIV ONR, 341
Cc: 
Subject: RE: Re-send! FW: [Non-DoD Source] Re: COSMOS Office of Naval
Research funding

HI Rebecca and 
So glad to have met you over email, Rebecca. -- nice to see your
name!  This sounds really exciting that there's some interest in building up
something through the Bi-lat.
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I've sent your distro A presentation to the PI (Justin Dauwels) for his
consideration. He has close ties with the ministry of homeland affairs here
(did projects on the extremist online content for them) so there's also a
tie-in with MHA in addition to MINDEF.

IN short, this could be the seed of something very interesting and unique
that we can do here in Singapore.

Definitely would be good to try and get together on a call sometime.  We're
12 hours ahead of Arlington right now.  Could you do like 8 or 9AM Thursday
or Friday morning ET time?

p

-----Original Message-----
From: Goolsby, Rebecca CIV ONR, 341 [mailto:rebecca.goolsby@navy.mil]
Sent: Tuesday, May 1, 2018 3:12 AM
To: Wu, Pae C CIV USN ONR GLOBAL SINGAPORE (US) <pae.c.wu.civ@mail.mil>
Cc:
Subject: RE: Re-send! FW: [Non-DoD Source] Re: COSMOS Office of Naval
Research funding

Dear Dr. Wu,

Thank you for your patience.  These are two quite interesting pieces, not at
all outside of my program's interest.   We've been working on crisis and
disaster informatics, rumor propagation and social hysteria issues for  over
ten years now.  For the last four years, it's pretty much all we've done.

I am working with  on a separate, developing project with
Singapore and NPS.   We're looking to study information environment
assessment but this a project still in early stages of development.

The "fake news" effort (attached for situation awareness) is
in line with literally hundreds of efforts spinning up around the world.
The work described here is fairly generic.  What would make this USEFUL,
unique and IMPORTANT is if the performer focused on disinformation efforts
in Asia Pacific, PARTICULARLY.  This is why I'm linking in Dr. Stotz as we
discussed this the other day with NPS and representatives from the Singapore
embassy.

Characterizing and assessing disinformation in Asia-Pacific is woefully in
need of study.  I'm very interested in finding the right people to cooperate
with to study this problem. tells me that there is a good deal of
information conflict surround US/Singapore bi-lateral military exercises,
held twice a year. 

I am quite interested in developing a program thread on information
conflicts in the Asia/Pacific region.  We have 3MEF customers-- and the
developing 3 MIG associated with them (Marine Corps Information Groups) --
that would be most interested in such a thread --as well as PACOM.  I'm
including a publicly releasable draft of talk I gave that gives a broad
explanation of the concerns in social hysteria and crowd manipulation my
program has been researching. 

Let's circle up soon and have a chat.
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Very respectfully,

Dr. Rebecca Goolsby, Program Officer
Office of Naval Research
Human  & Bioengineered Systems
One Liberty Center
875 N. Randolph Street
Arlington, VA 22203
Phone: 703-588-0558
Cell: 571-329-4763
Email: Rebecca.Goolsby@navy.mil

-----Original Message-----
From: Wu, Pae C CIV USN ONR GLOBAL SINGAPORE (US)
[mailto:pae.c.wu.civ@mail.mil]
Sent: Sunday, April 29, 2018 10:31 PM
To: Goolsby, Rebecca CIV ONR, 341 <rebecca.goolsby@navy.mil>
Subject: Re-send! FW: [Non-DoD Source] Re: COSMOS Office of Naval Research
funding

Hi Dr. Goolsby -- here you go. Hope your computer woes are slowly resolving!

Look forward to learning more about your programs and your potential
interest areas.
p

-----Original Message-----
From: Wu, Pae C CIV USN ONR GLOBAL SINGAPORE (US)
Sent: Wednesday, April 11, 2018 4:58 PM
To: Goolsby, Rebecca L CIV USN ONR (US) <rebecca.goolsby@navy.mil>
Subject: RE: [Non-DoD Source] Re: COSMOS Office of Naval Research funding

Hi Dr. Goolsby -- I am a science director based in Singapore for ONRG.  I
have been working with for over a year to scope out some
activities here in Singapore to support a (still in development) STO program
that would be performed here in Singapore. The big picture is related to
gray zone, and in the near term the activity in Singapore would be looking
at how real world urban sensors (multiple modalities) can be applied to
person identification.

In parallel with this, I have been discussing possible R&D grants with
academics here in Singapore that ONRG may fund to complement the larger gray
zone question.  I am extremely new to this space, but generally am
interested in looking at how new analytical techniques (to include machine
learning) can be applied to real world datasets for diagnosing activities
that (taken in aggregate) may amount to gray zone aggressions. Singapore is
a particularly interesting location to perform such studies in large part
because of their national strategy to become a smart nation.  Surveillance
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cameras are ubiquitous and real-time transport tracking is as well.
Further, they are sensorizing housing developments (where 80% of
singaporeans reside) for more conveniences for daily life, and ancillary
security considerations. In short, there is an appetite and some comfort
with using with real world data in controlled ways.

These elements I suspect are a bit afield from your program activities, but
I was hoping to perhaps start a conversation about these larger questions
surrounding gray zone and how we might be able to leverage our presence here
in Singapore to support ONR's activities as well.  I am attaching a couple
very light white papers from a professor here in Singapore who wants to
apply machine learning and deep learning approaches to national security
problems. I'm awaiting a more technically deep draft from him, but in the
meantime, I wanted to get a sense from you whether these are ideas that
might resonate with your program as well? I've been in contact with Lisa
Troyer and Fred Gregory from ARO as well regarding these white papers. 

Thanks for your time and I look forward to learning more about your program.

Pae

Very respectfully,
___________________________________________
Pae Wu, Ph.D.
ONR Global Science Director Singapore Office Embassy of the United States of
America |Singapore
(m) +1 (206) 953.4192 | (o) +65 6476.9300
iMessage/FaceTime: pae.c.wu.civ@mail.mil
http://www.onr.navy.mil/global  

-----Original Message-----
From: Nitin Agarwal [mailto:nxagarwal@ualr.edu]
Sent: Tuesday, April 10, 2018 11:14 PM
To: Wu, Pae C CIV USN ONR GLOBAL SINGAPORE (US) <pae.c.wu.civ@mail.mil>
Cc: Goolsby, Rebecca L CIV USN ONR (US) <rebecca.goolsby@navy.mil>
Subject: [Non-DoD Source] Re: COSMOS Office of Naval Research funding

Hi Pae,

I appreciate you reaching out.  My program officer at ONR is Dr. Rebecca
Goolsby.  I am copying her on this note.  My DARPA program manager is

Attached are two of my latest publications with full citation details as
follows:

- Nitin Agarwal and Kiran Kumar Bandeli. Blogs, Fake News, and Information
Activities. Digital Hydra: Security Implications of False Information
Online. NATO Strategic Communications Center of Excellence (StratCom COE).
pp. 31- 46. November 8, 2017. ISBN 978-9934-564-18-5.

- Nitin Agarwal, Samer Al-khateeb, Rick Galeano, and Rebecca Goolsby.
Examining the Use of Botnets and their Evolution in Propaganda
Dissemination. Journal of NATO Defence Strategic Communications, Vol. 2, pp.
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87-112. 2017.

Also, Dr. Golsby and I work closely with Dr. Lucia Falzon
<lucia.falzon@dst.defence.gov.au> over at the Australian Department of
Defense Science and Technology on the topics of social network analysis. I
appreciate any details you could share about the workshop you are
envisioning and if we could be of help.

Please let me know if there is anything I can provide to help further.

Best wishes,
Nitin



From: Wu, Pae C CIV USN ONR GLOBAL SINGAPORE (US)
To: Goolsby, Rebecca CIV ONR, 341; 
Cc:
Subject: Rebecca confirm skype info? Re: COSMOS Office of Naval Research funding

Hi Rebecca – awaiting your skype info or mine and information is below.  Look forward to chatting in about 14 hours. 
 

REBECCA: 
_____________________________________________
From:   Wu, Pae C CIV USN ONR GLOBAL SINGAPORE (US) 
Sent:   Wednesday, May 16, 2018 12:53 PM
To:     ‘Goolsby, Rebecca CIV ONR, 341’ <rebecca.goolsby@navy.mil <mailto:rebecca.goolsby@navy.mil> >;

Subject:        RE: Re-send! FW: [Non-DoD Source] Re: COSMOS Office of Naval Research funding
 
 
I could probably do a call on 31 May morning (australia time potentially) or evening. That would be 30 May evening/31 May morning East coast time. 
p
-----Original Message-----
From:   Goolsby, Rebecca CIV ONR, 341 [mailto:rebecca.goolsby@navy.mil] 
Sent:   Friday, May 11, 2018 10:40 PM
To:     Wu, Pae C CIV USN ONR GLOBAL SINGAPORE (US) <pae.c.wu.civ@mail.mil <mailto:pae.c.wu.civ@mail.mil> >;
       
Subject:        RE: Re-send! FW: [Non-DoD Source] Re: COSMOS Office of Naval
        Research funding
 
Dear all,
 
Unfortunately, he week of the 21st is out for me as I am TDY from the 21st
to the 26th.  How about May 30? VR, RG
 
 
-----Original Message-----
From:   Wu, Pae C CIV USN ONR GLOBAL SINGAPORE (US)
[mailto:pae.c.wu.civ@mail.mil] 
Sent:   Friday, May 11, 2018 3:25 AM
To:   Goolsby,
        Rebecca CIV ONR, 341 <rebecca.goolsby@navy.mil <mailto:rebecca.goolsby@navy.mil> >
Subject:        RE: Re-send! FW: [Non-DoD Source] Re: COSMOS Office of Naval
        Research funding
 
Are you OK with that or are you suggesting we aim for week of 21st?  
My mornings and evenings 21-23 May are quite flexible.  
Rebecca—what say ye? 
p
-----Original Message-----
From: 
Sent:   
To:     Wu, Pae C CIV USN ONR GLOBAL SINGAPORE (US) <pae.c.wu.civ@mail.mil <mailto:pae.c.wu.civ@mail.mil> >;
        Goolsby, Rebecca L CIV USN ONR (US) <rebecca.goolsby@navy.mil <mailto:rebecca.goolsby@navy.mil> >
Subject:        RE: Re-send! FW: [Non-DoD Source] Re: COSMOS Office of Naval
        Research funding
 
It’s going to be after 1800 Sydney Time for me otherwise we might have to look when I am back in the US the week of the 21st.
Regards,

 
“This Email and attachments are For Official Use Only - Privacy Sensitive - Any misuse or unauthorized disclosure may result in either civil or
criminal penalties.”
 
 
-----Original Message-----
From:   Wu, Pae C CIV USN ONR GLOBAL SINGAPORE (US)
[mailto:pae.c.wu.civ@mail.mil] 
Sent:   Thursday, May 10, 2018 10:44 AM
To:     Goolsby, Rebecca CIV ONR, 341
Cc:  
Subject:        Re: Re-send! FW: [Non-DoD Source] Re: COSMOS Office of Naval
        Research funding
 
Rebecca an
I could do 18 May evening sg time. So first thing east coast time. How early are y’all comfortable with?
P
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Sent by mobile apologies for typos
Pae Wu, PhD
Science Director | ONR Global
+1.206.953.4192
http://www.onr.navy.mil/global
 
On May 10, 2018, at 22:16, Goolsby, Rebecca CIV ONR, 341
<rebecca.goolsby@navy.mil> wrote:
 
 
 
Dear Dr. Wu and
My availability on the 16th is highly constrained and non-existent
on the
17.   The 18th is possible.
Very respectfully, 
Dr. Rebecca Goolsby, Program Officer
Office of Naval Research
Human  & Bioengineered Systems
One Liberty Center
875 N. Randolph Street
Arlington, VA 22203
Phone: 703-588-0558
Cell: 571-329-4763
Email: Rebecca.Goolsby@navy.mil <mailto:Rebecca.Goolsby@navy.mil> 
        
        
        
        
        
        
-----Original Message-----
        From:   Wu, Pae C CIV USN ONR GLOBAL SINGAPORE (US)
        [mailto:pae.c.wu.civ@mail.mil] 
        Sent:   Wednesday, May 09, 2018 10:29 PM
        To:    
        Gools
        Rebecca CIV ONR, 341 <rebecca.goolsby@navy.mil <mailto:rebecca.goolsby@navy.mil> >
        Subject:        RE: Re-send! FW: [Non-DoD Source] Re: COSMOS Office of
        Naval
        Research funding
        

and Rebecca—
I could do a telecom sometime Wednesday-Friday (16-18 May) until
about 2000
SG Time/ 0800 ET on Friday.  Let me know if y’all can find a good
time for a
call!
I’ll see if I can’t get a more thorough draft from Prof. Dauwels
before
then. 
pae
-----Original Message-----
        From:  
      
        Sent:   Wednesday, May 9, 2018 8:56 PM
        To:     Wu, Pae C CIV USN ONR GLOBAL SINGAPORE (US)
        <pae.c.wu.civ@mail.mil <mailto:pae.c.wu.civ@mail.mil> >;
        Goolsby, Rebecca L CIV USN ONR (US) <rebecca.goolsby@navy.mil <mailto:rebecca.goolsby@navy.mil> >
        Subject:        RE: Re-send! FW: [Non-DoD Source] Re: COSMOS Office of
        Naval
        Research funding
        
P et. al,
I would love to definitely get together and talk on this.  I am
heading out
to Austrailia next week and am very busy at the moment.  I wouldn’t
be
opposed to having a TELCON next week if Rebecca is available.
Regards,

“This Email and attachments are For Official Use Only - Privacy
Sensitive -
Any misuse or unauthorized disclosure may result in either civil or
criminal
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penalties.”
        
        
-----Original Message-----
        From:   Wu, Pae C CIV USN ONR GLOBAL SINGAPORE (US)
        [mailto:pae.c.wu.civ@mail.mil] 
        Sent:   Tuesday, May 08, 2018 2:50 AM
        To:     Goolsby, Rebecca CIV ONR, 341
        Cc:    
        Subject:        RE: Re-send! FW: [Non-DoD Source] Re: COSMOS Office of
        Naval
        Research funding
        
HI Rebecca and 
So glad to have m ver email, Rebecca nice to see
your
name!  This sounds really exciting that there’s some interest in
building up
something through the Bi-lat. 
I’ve sent your distro A presentation to the PI (Justin Dauwels) for
his
consideration. He has close ties with the ministry of homeland
affairs here
(did projects on the extremist online content for them) so there’s
also a
tie-in with MHA in addition to MINDEF. 
IN short, this could be the seed of something very interesting and
unique
that we can do here in Singapore. 
Definitely would be good to try and get together on a call sometime.
We’re
12 hours ahead of Arlington right now.  Could you do like 8 or 9AM
Thursday
or Friday morning ET time? 
p
-----Original Message-----
        From:   Goolsby, Rebecca CIV ONR, 341
        [mailto:rebecca.goolsby@navy.mil] 
        Sent:   Tuesday, May 1, 2018 3:12 AM
        To:     Wu, Pae C CIV USN ONR GLOBAL SINGAPORE (US)
        <pae.c.wu.civ@mail.mil <mailto:pae.c.wu.civ@mail.mil> >
        Cc:    
        Subject:        RE: Re-send! FW: [Non-DoD Source] Re: COSMOS Office of
        Naval
        Research funding
        
Dear Dr. Wu, 
Thank you for your patience.  These are two quite interesting
pieces, not at
all outside of my program’s interest.   We’ve been working on crisis
and
disaster informatics, rumor propagation and social hysteria issues
for  over
ten years now.  For the last four years, it’s pretty much all we’ve done. 
I am working with on a separate, developing project
with
Singapore and NPS.   We’re looking to study information environment assessment but this a project still in early stages of development. 
The “fake news” effort (attached for situation
awareness) is
in line with literally hundreds of efforts spinning up around the world.
The work described here is fairly generic.  What would make this
USEFUL,
unique and IMPORTANT is if the performer focused on disinformation
efforts
in Asia Pacific, PARTICULARLY.  This is why I’m linking in
as we
discussed this the other day with NPS and representatives from the
Singapore
embassy. 
Characterizing and assessing disinformation in Asia-Pacific is
woefully in
need of study.  I’m very interested in finding the right people to
cooperate
with to study this problem. tells me that there is a good
deal of
information conflict surround US/Singapore bi-lateral military
exercises,
held twice a year.  
I am quite interested in developing a program thread on information
conflicts in the Asia/Pacific region.  We have 3MEF customers—and
the
developing 3 MIG associated with them (Marine Corps Information Groups) --
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that would be most interested in such a thread—as well as PACOM.
I’m
including a publicly releasable draft of talk I gave that gives a
broad
explanation of the concerns in social hysteria and crowd
manipulation my
program has been researching.  
Let’s circle up soon and have a chat. 
        
Very respectfully, 
        
Dr. Rebecca Goolsby, Program Officer
Office of Naval Research
Human  & Bioengineered Systems
One Liberty Center
875 N. Randolph Street
Arlington, VA 22203
Phone: 703-588-0558
Cell: 571-329-4763
Email: Rebecca.Goolsby@navy.mil <mailto:Rebecca.Goolsby@navy.mil> 
        
        
        
        
        
        
        
-----Original Message-----
        From:   Wu, Pae C CIV USN ONR GLOBAL SINGAPORE (US)
        [mailto:pae.c.wu.civ@mail.mil] 
        Sent:   Sunday, April 29, 2018 10:31 PM
        To:     Goolsby, Rebecca CIV ONR, 341 <rebecca.goolsby@navy.mil <mailto:rebecca.goolsby@navy.mil> >
        Subject:        Re-send! FW: [Non-DoD Source] Re: COSMOS Office of Naval
        Research
        funding
        
Hi Dr. Goolsby—here you go. Hope your computer woes are slowly resolving!
        
Look forward to learning more about your programs and your potential
interest areas. 
p
-----Original Message-----
        From:   Wu, Pae C CIV USN ONR GLOBAL SINGAPORE (US) 
        Sent:   Wednesday, April 11, 2018 4:58 PM
        To:     Goolsby, Rebecca L CIV USN ONR (US) <rebecca.goolsby@navy.mil <mailto:rebecca.goolsby@navy.mil> >
        Subject:        RE: [Non-DoD Source] Re: COSMOS Office of Naval Research
        funding
        
Hi Dr. Goolsby—I am a science director based in Singapore for
ONRG.  I
have been working with for over a year to scope out some
activities here in Singapore to support a (still in development) STO
program
that would be performed here in Singapore. The big picture is
related to
gray zone, and in the near term the activity in Singapore would be
looking
at how real world urban sensors (multiple modalities) can be applied
to
person identification. 
In parallel with this, I have been discussing possible R&D grants
with
academics here in Singapore that ONRG may fund to complement the
larger gray
zone question.  I am extremely new to this space, but generally am
interested in looking at how new analytical techniques (to include
machine
learning) can be applied to real world datasets for diagnosing
activities
that (taken in aggregate) may amount to gray zone aggressions.
Singapore is
a particularly interesting location to perform such studies in large
part
because of their national strategy to become a smart nation.
Surveillance
cameras are ubiquitous and real-time transport tracking is as well.
Further, they are sensorizing housing developments (where 80% of
singaporeans reside) for more conveniences for daily life, and
ancillary
security considerations. In short, there is an appetite and some
comfort
with using with real world data in controlled ways. 

(b) (6)



These elements I suspect are a bit afield from your program
activities, but
I was hoping to perhaps start a conversation about these larger
questions
surrounding gray zone and how we might be able to leverage our
presence here
in Singapore to support ONR’s activities as well.  I am attaching a
couple
very light white papers from a professor here in Singapore who wants
to
apply machine learning and deep learning approaches to national
security
problems. I’m awaiting a more technically deep draft from him, but
in the
meantime, I wanted to get a sense from you whether these are ideas
that
might resonate with your program as well? I’ve been in contact with
Lisa
Troyer and Fred Gregory from ARO as well regarding these white papers.  
Thanks for your time and I look forward to learning more about your program.
Pae
        
Very respectfully,
        
Pae Wu, Ph.D. 
ONR Global Science Director Singapore Office Embassy of the United
States of
America |Singapore
(m) +1 (206) 953.4192 | (o) +65 6476.9300
iMessage/FaceTime: pae.c.wu.civ@mail.mil <mailto:pae.c.wu.civ@mail.mil> 
http://www.onr.navy.mil/global   
        
        
        
-----Original Message-----
        From:   Nitin Agarwal [mailto:nxagarwal@ualr.edu] 
        Sent:   Tuesday, April 10, 2018 11:14 PM
        To:     Wu, Pae C CIV USN ONR GLOBAL SINGAPORE (US)
        <pae.c.wu.civ@mail.mil <mailto:pae.c.wu.civ@mail.mil> >
        Cc:     Goolsby, Rebecca L CIV USN ONR (US) <rebecca.goolsby@navy.mil <mailto:rebecca.goolsby@navy.mil> >
        Subject:        [Non-DoD Source] Re: COSMOS Office of Naval Research
        funding
        
Hi Pae,
        
I appreciate you reaching out.  My program officer at ONR is Dr.
Rebecca
Goolsby.  I am copying her on this note.  My DARPA program manager is

Attached are two of my latest publications with full citation
details as
follows:
 *   Nitin Agarwal and Kiran Kumar Bandeli. Blogs, Fake News, and
Information
Activities. Digital Hydra: Security Implications of False
Information
Online. NATO Strategic Communications Center of Excellence (StratCom
COE).
pp. 31- 46. November 8, 2017. ISBN 978-9934-564-18-5.
 *   Nitin Agarwal, Samer Al-khateeb, Rick Galeano, and Rebecca
Goolsby.
Examining the Use of Botnets and their Evolution in Propaganda
Dissemination. Journal of NATO Defence Strategic Communications,
Vol. 2, pp.
87-112. 2017.
        
Also, Dr. Golsby and I work closely with Dr. Lucia Falzon
<lucia.falzon@dst.defence.gov.au <mailto:lucia.falzon@dst.defence.gov.au> > over at the Australian Department
of
Defense Science and Technology on the topics of social network
analysis. I
appreciate any details you could share about the workshop you are envisioning and if we could be of help.
Please let me know if there is anything I can provide to help further.
Best wishes,
Nitin
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From: Wu, Pae C CIV USN ONR GLOBAL SINGAPORE (US)
To: Goolsby, Rebecca CIV ONR, 341
Subject: Re-send! FW: [Non-DoD Source] Re: COSMOS Office of Naval Research funding
Date: Sunday, April 29, 2018 10:30:54 PM
Attachments: White paper of Situational Awareness and Human Behaviour Understanding_4....docx

White Paper---Neutralise Inappropriate Online Content.docx

Hi Dr. Goolsby -- here you go. Hope your computer woes are slowly resolving!

Look forward to learning more about your programs and your potential interest areas.
p

-----Original Message-----
From: Wu, Pae C CIV USN ONR GLOBAL SINGAPORE (US)
Sent: Wednesday, April 11, 2018 4:58 PM
To: Goolsby, Rebecca L CIV USN ONR (US) <rebecca.goolsby@navy.mil>
Subject: RE: [Non-DoD Source] Re: COSMOS Office of Naval Research funding

Hi Dr. Goolsby -- I am a science director based in Singapore for ONRG.  I have been working with DARPA STO
for over a year to scope out some activities here in Singapore to support a (still in development) STO program that
would be performed here in Singapore. The big picture is related to gray zone, and in the near term the activity in
Singapore would be looking at how real world urban sensors (multiple modalities) can be applied to person
identification.

In parallel with this, I have been discussing possible R&D grants with academics here in Singapore that ONRG may
fund to complement the larger gray zone question.  I am extremely new to this space, but generally am interested in
looking at how new analytical techniques (to include machine learning) can be applied to real world datasets for
diagnosing activities that (taken in aggregate) may amount to gray zone aggressions. Singapore is a particularly
interesting location to perform such studies in large part because of their national strategy to become a smart nation. 
Surveillance cameras are ubiquitous and real-time transport tracking is as well.  Further, they are sensorizing
housing developments (where 80% of singaporeans reside) for more conveniences for daily life, and ancillary
security considerations. In short, there is an appetite and some comfort with using with real world data in controlled
ways.

These elements I suspect are a bit afield from your program activities, but I was hoping to perhaps start a
conversation about these larger questions surrounding gray zone and how we might be able to leverage our presence
here in Singapore to support ONR's activities as well.  I am attaching a couple very light white papers from a
professor here in Singapore who wants to apply machine learning and deep learning approaches to national security
problems. I'm awaiting a more technically deep draft from him, but in the meantime, I wanted to get a sense from
you whether these are ideas that might resonate with your program as well? I've been in contact with Lisa Troyer
and Fred Gregory from ARO as well regarding these white papers. 

Thanks for your time and I look forward to learning more about your program.
Pae

Very respectfully,
___________________________________________
Pae Wu, Ph.D.
ONR Global Science Director Singapore Office Embassy of the United States of America |Singapore
(m) +1 (206) 953.4192 | (o) +65 6476.9300
iMessage/FaceTime: pae.c.wu.civ@mail.mil
http://www.onr.navy.mil/global  

mailto:pae.c.wu.civ@mail.mil
mailto:rebecca.goolsby@navy.mil
http://www.onr.navy.mil/global
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Introduction

	Crowded environments are a condition of urban life; people congregate willingly at concerts, raves, parades, sporting and sales events or become trapped inconveniently in overcrowded city spaces. Crowd disasters occur all over the world and human stampedes have more than doubled in the past two decades[footnoteRef:1]. For instance, more than two thousand (2,000) people died in a stampede during the Hajj pilgrimage back in 2015[footnoteRef:2] and more recently, the FNB Stadium stampede in South Africa robbed the lives of 2 soccer fans and left many injured[footnoteRef:3]. In addition, studies of terrorists leveraging the chaos of crowds to perpetrate deadly attacks, such as the Boston Marathon bombing in 2013[footnoteRef:4], underscore how crowded events are potentially vulnerable to security and safety breaches and can quickly turn deadly. These events highlight the need for automated technological tools for crowd analysis, sensing and crowd behavior prediction. [1: ]  [2: ]  [3: ]  [4: ] 


	During large-scale crowd crises, human lives depend upon emergency response officers’ rapid establishment of situation awareness to make effective decisions and take appropriate actions[footnoteRef:5]. Situation awareness is an important mental process for effective crowd safety management and is achieved through integrating various sources of information such as the emotional climate of the crowd, crowd behaviours, and geographical/topological context. The dynamic nature of the crowd suggests that safety officers must first perceive elements in the current situation, comprehend what is happening and predict how these elements may change over time[footnoteRef:6]. Systems enhancing human operators’ situation awareness by integrating various hard sensor information and generating actionable insights have proven their value in industries such as air and road traffic monitoring[footnoteRef:7], but have not yet been fully leveraged to aid in crowd management[footnoteRef:8].  [5: ]  [6: ]  [7: ]  [8: ] 


	Computer-vision techniques have been employed to automatically predict crowd behaviour patterns and detect anomalies[footnoteRef:9]. Algorithmic solutions based on target tracking, anomaly detection, behavioural recognition and crowd density estimation have been explored for crowd analysis by academic research and commercial companies[footnoteRef:10]. While these tools are aimed at understanding crowd behavioural patterns objectively, the issue of how technologies can be leveraged to support crowd managers in understanding crowd behaviour and enhance situational awareness before an incident occurs has received less attention[footnoteRef:11].  [9: ]  [10: ]  [11: ] 


	On top of objective behavioural patterns, being able to detect and predict the emotional pulse of a physical crowd can be helpful in understanding and predicting crowd behaviour. One example of real-time crowd sentiment analysis is the application of Emotient, an emotion recognition software acquired by Apple, on a studio audience viewing the first Republican Presidential Primary Debate on Fox News to gain insights to voters’ real-time emotional responses to campaign candidates[footnoteRef:12]. Being able to detect the dynamics of a crowd’s emotions can contribute to more effective monitoring and identifying potential problems for early intervention (such as de-escalation of an angry mob by sending more enforcement officers). [12: ] 


Problem Definition: Crowd Sensing

	In a crowd, it is impossible for human surveillance operators to track every individual and identify possible suspicious behaviours manually. On top of that, human surveillance operators must possess high situational awareness to prevent or respond to a crowd crisis effectively[footnoteRef:13]. This requires access to comprehensive information from constant monitoring of crowd dynamics and dynamic data from hard sensors. As such, this monitoring process can be mentally taxing, time-consuming and may not produce timely results in times of crisis. Technological tools can be leveraged to track and analyse hundreds of people in a crowd simultaneously helping human decision makers make sense of the data and presenting insights from this data in a coherent manner for effective crowd management. [13: ] 


	Moreover, crowd dynamics are fast-paced and influenced by factors such as visitor profiles, location (indoor versus outdoor, mobility level), event personnel, event type and weather. These factors can change the conditions of a crowd very quickly. Thus, a system that automatically monitors the crowd must be generalisable across different contexts and dependent on features that can be easily extracted and analysed. 

Approach

	To paint a situational picture of the crowd, a holistic socio-technical system that optimizes both technical and social aspects of a crowd is recommended. On top of objective crowd behaviour pattern analysis, a climate score for the crowd atmosphere can be automatically computed through the extraction and modelling of video and audio features. 

	In a similar vein of work, our research group investigated the feasibility of automatically predicting the emotional climate of live kindergarten classrooms through its acoustic soundscape[footnoteRef:14]. The emotional climate of the classroom was rated by trained observers who evaluated teacher-student interactions and student-student interactions in the kindergarten classrooms. The nature of preschool classrooms posed a challenge due to the myriad of curriculum activities carried, resulting in a dynamic and noisy soundscape. These classrooms were then manually labelled, through an intensive process, with binary scores of positive climate (i.e. students were enthusiastic and happy during learning) or negative climate (i.e. students and teacher were angry or aggressive). We found that classrooms with positive emotional climate differed significantly in terms of their acoustic soundscape, from classrooms with negative emotional climate. Acoustic and prosodic cues that were most closely associated with positive climate recordings were used to train our machine learning algorithms to automatically predict whether a recording of kindergarten lesson had positive or negative climate. We were able to predict climate scores at an accuracy of 77% with a small sample set.  [14: ] 


	The same philosophy underlying this approach can be adopted to develop a technological tool that can predict climate scores of live crowds in public spaces. Theoretically, a crowd that is angry should have a distinctly different soundscape (e.g. lots of booing, angry shouting) from a crowd that is excited (e.g. lots of clapping and cheering). Acoustic and prosodic cues can be extracted from the soundscapes of these crowds and analysed to infer a climate score for a crowd.  

	Apart from solely relying on the acoustic soundscape, the technological tool should also leverage other data streams to generate a more accurate prediction crowd climate. This can be done by extending and augmenting the tool to incorporate video information and applying natural language processing tools to social media content generated by the crowd. Our on-going studies on automatic behaviour analysis looked at using RGB and depth data to automatically infer social behaviour in conversations[footnoteRef:15] and negative symptoms in schizophrenia[footnoteRef:16]. RGB and depth data was used to compute visual cues such as joint movements, posture, head pose and gestures. These visual cues were then used as features to automatically infer 10 social behaviour measures (i.e. agreement, dominance, interest, politeness, friendliness, frustration, empathy, respect, confusion and hostility) of dyadic conversations at accuracies ranging from 60% to 88%. In another study, these visual cues were used to automatically classify between schizophrenic patients and healthy controls at an accuracy of 87%, and for automatic prediction of negative schizophrenic symptoms scores for the patients at accuracies from 61% to 78%. Taken together, these studies indicate the significance of non-verbal behavioural cues (both acoustic and visual cues) for automatic analysis of social behaviour and when generalised to crowds, these cues can be useful in the inference of the crowd climate. Video features of a crowd can aid in the prediction of whether a crowd is growing restless, more aggressive or dissipating. It can be extremely valuable for local law enforcement agencies to know about any escalating crowd climates ahead of time to allocate proper resources to ensure the safety of crowd-goers.  [15: ]  [16: ] 


	Another important part of predicting crowd climate can include mining opinions from data generated by social media platforms (such as Facebook, Twitter, Instagram or Snap). People often turn to social media for microblogging, archiving and live reporting purposes[footnoteRef:17], and this is especially so for crowded events and at places of congregation, like train stations and airports. Sentiment analysis of social media posts have been utilised for a variety of purposes such as evaluating political preferences[footnoteRef:18] and brand engagement[footnoteRef:19]. Social media listening has also been applied by event planners post-event, for event evaluation and future event projection[footnoteRef:20]. Our preliminary studies on using linguistic features from automatic transcriptions of interviews with schizophrenic patients to automatically classify between schizophrenic patients and healthy controls (at an accuracy of  90.1%)[footnoteRef:21] highlight the feasibility of using linguistic features to predict the internal state of individuals. By leveraging natural language processing techniques, real time social media listening can aid in the analysis and predictive modelling of crowd climate and its dynamics. For example, at a music event, fans waiting for the doors to open often vent their impatience and frustration on Twitter and Facebook and emotionally charged Twitter messages tend to be retweeted more often and more quickly[footnoteRef:22] culminating in an online emotion contagion effect. These social media posts can generate useful insights on the emotional climate and dynamics of the crowd. The use of geotagging[footnoteRef:23], relevant hashtags[footnoteRef:24] and geographical and event keywords can support the system in automatically finding relevant posts published by people in crowded places. Extraction and analysis of these posts involves training artificial intelligence methods to detect relevant posts, scan them for content, and apply sentiment analysis to infer the feelings of users present in the crowd.  [17: ]  [18: ]  [19: ]  [20: ]  [21: ]  [22: ]  [23: ]  [24: ] 


	In addition to inferring and predicting the emotional climate and dynamics of a crowd, a comprehensive technological solution should also consider how to better present insights to end-users (such as law enforcement agencies). A binary classification of climate (between positive and negative) can be further refined and more fine-grained measures can be considered such as a wider spectrum of six (6) basic emotions[footnoteRef:25] (anger, disgust, fear, happiness, sadness and surprise), leading to better understanding of crowd behaviours and the necessary countermeasures to be taken.  [25: ] 




Timeline
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		Build and annotate Database 1.0 of different crowd climates and contexts (manual labelling)

		

		

		

		

		

		

		

		



		Adapt & evaluate state-of-the-art technologies

		

		

		

		

		

		

		

		



		Identify and extract indicators of emotional climate of crowd

		

		

		

		

		

		

		

		



		Train proprietary system to generate climate scores: semi-automated approach (machine in the loop)

		

		

		

		

		

		

		

		



		Build and annotate a Database 2.0 (10x larger than Database 1.0) of different crowd climates and contexts using the semi-automated annotation tool (5x to 10x faster than manual annotation)

		

		

		

		

		

		

		

		



		Train proprietary system to generate climate scores: fully automated approach

		

		

		

		

		

		

		

		



		Develop proprietary web based platform Crowdbrowser for crowd analytics

		

		

		

		

		

		

		

		



		Validation

		

		

		

		

		

		

		

		










References

1 Hsieh, Y.H. et al., “Epidemiological characteristics of human stampedes.”, Disaster medicine and public health preparedness, 3(4), 2009, pp.217-223.

2 France-Presse, A., “2015 hajj stampede deadliest ever as foreign governments put toll at 1,849”, The Guardian, 2015, retrieved from https://www.theguardian.com/world/2015/oct/20/2015-hajj-stampede-deadliest-ever-as-foreign-governments-put-toll-at-1849

3 Lewis, C., “WHAT CAUSED THE DEADLY FNB STADIUM STAMPEDE?”, Eyewitness News, 30 July 2017, retrieved from http://ewn.co.za/2017/07/30/what-caused-the-deadly-fnb-stadium-stampede

4 CNN Library, “Boston Marathon Terror Attack Fast Facts”, CNN, 29 March 2017, retrieved from https://edition.cnn.com/2013/06/03/us/boston-marathon-terror-attack-fast-facts/index.html

5 ESRI, “Public Safety and Homeland Security Situational Awareness”, ESRI.com, 2008, retrieved from https://www.esri.com/library/whitepapers/pdfs/situational-awareness.pdf

6 Endlsey, R. “Toward a Theory of Situation Awareness in Dynamic Systems”, Human Factors: The Journal of the Human Factors and Ergonomics Society 37(1), 1995 

7 Baumgartner, N. et al., “A tour of BeAware – A situation awareness framework for control centers,” Information Fusion 20, 2014

8 Salfinger, A., et al., “Crowd-Sensing Meets Situation Awareness: A Research Roadmap for Crisis Management”, 2015 48th Hawaii International Conference on System Sciences, 2015, retrieved from https://www.computer.org/csdl/proceedings/hicss/2015/7367/00/7367a153.pdf

9 Hutson, M. “New software can track many individuals in a crowd.”, Science, 10 April 2017, retrieved from http://www.sciencemag.org/news/2017/04/new-software-can-track-many-individuals-crowd

10 Irfan, M. et al., “CROWD ANALYSIS USING VISUAL AND NON-VISUAL SENSORS, A SURVEY.”, 2016 IEEE Global Conference on Signal and Information Processing, 2016

11 Martella, C. et al., “On current crowd management practices and the need for increased situation awareness, prediction, and intervention.”, Safety science, 91, 2017, pp.381-393.

12 Emotient, “Emotion-Reading Technology First And Only To Analyze Audience Reactions To Republican Presidential Primary Debate”, Cision, 7 August 2015, retrieved from https://www.prnewswire.com/news-releases/emotion-reading-technology-first-and-only-to-analyze-audience-reactions-to-republican-presidential-primary-debate-300125443.html

13 Cameron, M., et al., “Emergency Situation Awareness from Twitter for Crisis Management”, April 2012, retrieved from https://www.researchgate.net/profile/Robert_Power6/publication/239761838_Emergency_situation_awareness_from_twitter_for_crisis_management/links/540660290cf23d9765a7f33f/Emergency-situation-awareness-from-twitter-for-crisis-management.pdf

14 James, A. et al. “Automated Classification of Classroom Climate by Audio Analysis”, Ninth International Workshop on Spoken Dialogue Systems Technology, accepted

15 Tahir, Y. et al., "Real-time sociometrics from audio-visual features for two-person dialogs." In Digital Signal Processing (DSP), 2015 IEEE International Conference on, pp. 823-827. IEEE, 2015.

16 Chakraborty, D. "Assessment and prediction of negative symptoms of schizophrenia from RGB+ D movement signals." In Multimedia Signal Processing (MMSP), 2017 IEEE 19th International Workshop on, pp. 1-6. IEEE, 2017.

17 Kolowich, L.,“Everything You Need to Know to Successfully Live-Tweet Your Event”, retrieved from https://blog.hubspot.com/marketing/live-tweet-events

18 Ceron, A. et al., "Every tweet counts? How sentiment analysis of social media can improve our knowledge of citizens’ political preferences with an application to Italy and France." New Media & Society 16(2), 2014, pp. 340-358.

19 Grigonis, H., “Tweeting during a game actually improves engagement, study suggests”, Digital Trends, 18 January 2018, retrieved from https://www.digitaltrends.com/social-media/tweeting-during-a-game-increases-engagement-study-says/politcs

20 Crimson Hexagon, “Introducing Live Stream for Real-Time Social Media Monitoring”, 2013, retrieved from https://www.crimsonhexagon.com/blog/live-stream-for-real-time-social-media-monitoring/

21 Xu, S.H. et al., “Automatic Verbal Analysis of Interviews with Schizophrenic Patients”, 2018 40th International Engineering in Medicine and Biology Conference, under review

22 Stieglitz, S. et al., "Emotions and information diffusion in social media—sentiment of microblogs and sharing behavior.", Journal of management information systems 29(4), 2013, pp. 217-248.

23 Doytsher, Y. et al., “,"Emotion Maps based on Geotagged Posts in the Social Media.", 2017

24 Davidov, D. et al., "Enhanced sentiment learning using twitter hashtags and smileys." Proceedings of the 23rd international conference on computational linguistics: posters, pp. 241-249, Association for Computational Linguistics, 2010.

25 Ekman, P. “An argument for basic emotions.”, Cognition & emotion 6(3-4), 1992, pp. 169-200.




[bookmark: _Hlk507529388]Technologies to Detect and Neutralize Inappropriate Online Content

PI: Justin Dauwels (NTU, School of EEE)

Date: 1 March 2018



Introduction	

	There is no question that social media have played an influential role in amplifying the impact of online misinformation and extremist propaganda over the last decade. News coverage of fake news and misinformation has plagued the 2016 US presidential election on an unprecedented scale[footnoteRef:1], [footnoteRef:2], [footnoteRef:3]. Studies revealed that left- and right-wing Facebook pages pushed forth falsehoods of politicians up to 38% of the time[footnoteRef:4], and that election-related fake news stories were overwhelmingly tilted in favour of Donald Trump[footnoteRef:5]and were more widely shared than real news the day before the election[footnoteRef:6]. Case studies of known violent extremists revealed that easy access to online propaganda played a pivotal role in radicalising and recruiting these individuals[footnoteRef:7]. Police interviews with Roshonara Choudhry, perpetrator of an attempted assassination on British Labour MP Stephen Timms in 2010, revealed that she did not have any social connections with violent extremists and was solely radicalised by viewing online propaganda easily accessible on the video sharing platform YouTube[footnoteRef:8]. [1:  Solon, Olivia, “Facebook’s failure: did fake news and polarized politics get Trump elected?”, The Guardian, 10 Nov 2016, retrieved from https://www.theguardian.com/technology/2016/nov/10/facebook-fake-news-election-conspiracy-theories]  [2:  Lewis, Helen, “Did fake news on Facebook swing the US election?”, NewStatesman, 17 Nov 2016, retrieved from https://www.newstatesman.com/world/2016/11/did-fake-news-facebook-swing-us-election]  [3:  Gunther, Richard, Nisbet, Eric, & Beck, Paul, “Trump may owe his 2016 victory to ‘fake news,’ new study suggests”, The Conversation, 15 February 2018, retrieved from http://theconversation.com/trump-may-owe-his-2016-victory-to-fake-news-new-study-suggests-91538]  [4:  Silverman, Craig et al., “Hyperpartisan Facebook Pages Are Publishing False and Misleading Information At An Alarming Rate”, BuzzFeed News, 21 October 2016, retrieved from https://www.buzzfeed.com/craigsilverman/partisan-fb-pages-analysis?utm_term=.bqv6o486o#.onEzmNQzm]  [5:  Allcott, Hunt & Gentzkow, Matthew, “Social Media and Fake News in the 2016 Election”, Journal of Economic Perspectives, 2017, retrieved from https://web.stanford.edu/~gentzkow/research/fakenews.pdf]  [6:  Howard, Philip et al., Junk News and Bots during the U.S. Election: What Were Michigan Voters Sharing Over Twitter?”, Comprop Data Memo 2017, 26 March 2017, retrieved from http://blogs.oii.ox.ac.uk/politicalbots/wp-content/uploads/sites/89/2017/03/What-Were-Michigan-Voters-Sharing-Over-Twitter-v2.pdf]  [7:  Conway, Maura, “Determining the Role of the Internet in Violent Extremism and Terrorism: Six Suggestions for Progressing Research”, Studies in Conflict & Terrorism, 12 April 2016, retrieved from https://www.tandfonline.com/doi/full/10.1080/1057610X.2016.1157408?src=recsys]  [8:  Bodd, Vikram, “Roshonara Choudhry: Police interview extracts”, The Guardian, 3 November 2010, retrieved from https://www.theguardian.com/uk/2010/nov/03/roshonara-choudhry-police-interview] 


	 These studies underscore the imperative for social media outlets to moderate inappropriate content and counter misinformation effectively and quickly. In October 2017, Google, Facebook and Twitter have pledged to improve their responses towards inappropriate online content and develop tools and algorithms to detect, counter and remove such content. However, these efforts are accompanied with varying degrees of success and long overdue actions, showcased by fake advertisements on Google’s fact-checking site partners[footnoteRef:9] and YouTube’s belated action of officially removing known extremist Anwar Awlaki’s lectures[footnoteRef:10]. Current efforts to combat fake news seem piecemeal and largely dependent on manual reviewing[footnoteRef:11]. Extremists are constantly innovating to bypass and circumvent YouTube’s method to identify, flag and remove extremist content[footnoteRef:12]. Taken together, the recent efforts and developments highlight the need to adopt a more comprehensive approach to fighting violent extremist and fake news content on social media platforms.  [9:  Wakabayashi, Daisuke & Qiu, Linda, “Google Serves Fake News Ads in an Unlikely Place: Fact-Checking Sites”, The New York Times, 17 October 2017, retrieved from https://www.nytimes.com/2017/10/17/technology/google-fake-ads-fact-check.html https://www.theatlantic.com/technology/archive/2017/09/facebook-fact-checking-challenges/540192/]  [10:  Counter Extremism Project, “Anwar Al-Awlaki Online Case Study”, August 2017, retrieved from https://www.counterextremism.com/sites/default/themes/bricktheme/pdfs/Anwar_al-Awlaki_on_YouTube.pdf]  [11:  Serhan, Yasmee, “Italy Scrambles to Fight Misinformation Ahead of Its Elections”, The Atlantic, 24 Feb 2018, retrieved from https://www.theatlantic.com/international/archive/2018/02/europe-fake-news/551972/]  [12:  Woron, Felicia, “Syrian Winter Wonderland: How Extremists Trick YouTube”, Counter Extremism Project, 15 February 2018, retrieved from https://www.counterextremism.com/blog/syrian-winter-wonderland-how-extremists-trick-youtube] 


	On our end, our preliminary studies on developing an electronic automated screening tool for online violent extremist propaganda videos revealed promising results. A plethora of programs such as object detection, natural language processing, speech detection and recognition tools were applied to analyse extremist videos. Our preliminary results suggest that extremist videos differed significantly, in terms of video, audio, acoustic and linguistic features, from control videos such as news reports on extremist organisations, action and war movie scenes. Features that were most closely associated with extremist videos were identified and used to train machine learning algorithms to automatically determine whether a video fell into the extremist category at an accuracy of 94.4%, with a recall rate of 91.6%.  

	Similar tools aimed to detect extremist propaganda include, eGLYPH, developed Dr Hany Farid[footnoteRef:13], which relies on matching online content with its comprehensive extremist propaganda database and flagging matches for human review, and a new program developed by ASI Data Science to detect and block ISIS videos[footnoteRef:14]. Despite the slow uptake from social media giants[footnoteRef:15] [footnoteRef:16], these efforts are a significant step towards fighting against online extremism. Being able to automatically detect and flag potential risky propaganda content on the open web restricts easy access for many at-risk individuals and contribute greatly in countering violent extremism.  [13:  Counter Extremism Project, “How eGLYPH Technology Works”, https://www.counterextremism.com/file/how-eglyph-technology-works]  [14:  Lee, Dave, “UK unveils extremism blocking tool”, BBC News, 13 February 2018, retrieved from http://www.bbc.com/news/technology-43037899]  [15:  https://www.wsj.com/articles/how-algorithms-can-help-beat-islamic-state-1489187064]  [16:  Counter Extremism Project, “Extremist Propagandists and Ideologues Maintain Presence Online”, 6 Feburary 2018, retrieved from https://www.counterextremism.com/press/extremist-propagandists-and-ideologues-maintain-presence-online-0] 


Problem Definition

	On the other hand, the endeavour to counter misinformation and fake news is still in developing stages and fraught with issues[footnoteRef:17]. While the issue of identifying if a video is extremist can be a binary classification, fake news articles can be rated on a scale of “false”, “partly false”, “unproven” or “true”[footnoteRef:18], and multiple fact-checkers may come to different conclusions about the credibility of a news article[footnoteRef:19]. The context of these tags may be hard to bring across through a binary label of real news versus fake news.  [17:  Christian, Jon, “Is There Any Hope for Facebook's Fact-Checking Efforts?”, The Atlantic, 19 September 2017, retrieved from https://www.theatlantic.com/technology/archive/2017/09/facebook-fact-checking-challenges/540192/]  [18:  Snopes.com, “Transparency: Ratings System”, retrieved from https://www.snopes.com/ratings/]  [19:  Su, Catherine, “Facebook will ditch Disputed Flags on fake news and display links to trustworthy articles instead”, Tech Crunch, 20 December 2017, retrieved from https://techcrunch.com/2017/12/20/facebook-will-ditch-disputed-flags-on-fake-news-and-display-links-to-trustworthy-articles-instead/] 


	Moreover, the issue of false negatives is much more nuanced when dealing with fake news. Researchers found that by labelling fake news as “false”, fake news that were not labelled as such (i.e. false negatives) were rated as more accurate and this effect was amplified when a fake news headline sounded plausible[footnoteRef:20]. Furthermore, the mere exposure to misinformation have been found to stop people from believing in facts[footnoteRef:21], highlighting the need to minimise false negatives in technological solutions. Conversely, erroneously labelling real news as fake (i.e. false positives) could create mistrust in technological solutions, bring about controversies of censorship and hurt the proliferation of real news. Hence, technological solutions that identify, flag and remove fake news must not only be highly accurate, they must compete with an exceedingly high turnover rate, given the real-time nature of the media industry.  [20:  Pennycook, Gordon & Rand, David, “The Implied Truth Effect: Attaching warnings to a subset of fake news stories increases perceived accuracy of stories without warnings”, 2017, retrieved from http://bit.ly/2CqTE8C]  [21:  Van der Linden, Sander et al., “Inoculating the Public against Misinformation about Climate Change”, Global Challenges 1(2), 2017.] 


	As fake news content is comparably easier to generate, it is no surprise that fake news content is produced in a much larger quantity and at a higher speed than fact-checking content[footnoteRef:22]. At large, current efforts to combat fake news are labour intensive, focused on user reporting and third-party fact-checking organisations, and barely keeping up with the pace of information diffusion. A recent study found that there is a lag time of about 13 hours between the time a false claim is published on Twitter and when it is debunked[footnoteRef:23]. The initial phase of circulating fake news is particularly crucial as initially formed impressions from untagged fake news stories can be difficult to change[footnoteRef:24], [footnoteRef:25], [footnoteRef:26]. As such, technological solutions could consider analysing news content during the uploading process and flagging it for review before publication, but this could slow the spread of real news and frustrate users. 	  [22:  Shao, Chengcheng et al., “Hoaxy: A Platform for Tracking Online Misinformation”, 4 March 2016, retrieved from https://arxiv.org/pdf/1603.01511v1.pdf]  [23:  Zubiaga, Arkaitz et al., “Analysing How People Orient to and Spread Rumours in Social Media by Looking at Conversational Threads”, 25 Feb, 2016, retrieved from https://arxiv.org/pdf/1511.07487.pdf]  [24:  Flynn, D.J. et al., “The nature and origins of misperceptions: Understanding false and unsupported beliefs about politics.”, Political Psychology 38(1), 2017]  [25:  Lewandowsky, Stephan et al., “Misinformation and its correction: Continued influence and successful debiasing.”, Psychological Science in the Public Interest 13(3), 2012, pp.106–131]  [26:  Ecker et al., “Explicit warnings reduce but do not eliminate the continued influence of misinformation.” Memory & cognition 38 (8), pp.1087–1100] 


	Algorithmic solutions aimed at combating fake news have surfaced, leveraging the power of artificial intelligence and machine learning to automatically scan and flag potential fake news. One such tool is AdVerif.ai, which crosschecks the content of an article with its database of fake stories and builds a repository of fake stories and blacklisted sites[footnoteRef:27]. Despite a few misses, the tool is reportedly able to not only detect fake news stories but also on which blacklisted sites the fake story is published. Another tool, in beta stages, is Logically, which runs an article through a logical fallacy detector and combines automated and manual fact checking to determine the veracity of the news story[footnoteRef:28]. A Google Chrome plug-in, Open Mind, purports to block known fake websites, give direct feedback on the readers’ political browsing history and increase exposure to different viewpoints through automated recommendations[footnoteRef:29]. Academic research aimed at combating fake news have generally focused on studying how fake news is propagated through different social media[footnoteRef:30] or evaluating effectiveness of existing measures to mitigate misinformation effects[footnoteRef:31]. A handful of studies have looked at classifying fake news from real news using machine learning algorithms, with reported accuracies ranging from 67% to 84%[footnoteRef:32], [footnoteRef:33], [footnoteRef:34], [footnoteRef:35], [footnoteRef:36]. Notably, a study was able to automatically classify conspiracy news articles from scientific news articles at a reported accuracy of 99%[footnoteRef:37]. Other studies explored new measures to mitigate the spread and damage of misinformation through crowdsourced reputation ranking of websites[footnoteRef:38] and a one-click authenticate process[footnoteRef:39], which involves image checks and text checks which shows disputes of authenticity, origin and editorial comments of a highlighted claim. [27:  Snow, Jackie, “Can Ai Win the War Against Fake News?”, MIT Technology Review, 13 December 2017, retrieved from https://www.technologyreview.com/s/609717/can-ai-win-the-war-against-fake-news/]  [28:  Macaulay, Thomas, “Can technology solve the fake news problem it helped create?”, Tech World, 15 February 2018, retrieved from https://www.techworld.com/startups/can-technology-solve-fake-news-problem-it-helped-create-3672139/]  [29:  OpenMind, https://devpost.com/software/open-mind-rp60o2#updates]  [30:  ]  [31:  ]  [32:  ]  [33:  ]  [34:  ]  [35:  ]  [36:  ]  [37:  ]  [38:  ]  [39:  ] 


Approach

	A technological solution to combat fake news should undertake an interdisciplinary approach that incorporates technology and psychological research to yield a more holistic way in stopping fake news in all stages, from detection at the point of publication, flagging and slowing during its proliferation and neutralising the damage after through debunking and fact-checking. 

	The approaches underlying technologies developed to combat online extremist content could be adopted to detect and flag fake news. A system can be trained based on the differences in three groups of features between fake news and real news. First, objective features such as webpage authenticity markers (i.e. page rank, domain name and age, source reputation, lack of author attribution), article spread and interaction characteristics (i.e. regional differences in post engagement, geographical origins, user characterisation) and visual cues (i.e. bad web design and use of all capital letters) should differ between fake news and real news[footnoteRef:40], [footnoteRef:41], [footnoteRef:42]  [40:  ]  [41:  ]  [42:  ] 


	In addition, features inspired by human decision data, such as psychological research on analytical thinking and expert advice from fact-checkers and journalists, should be incorporated to further improve the system. These features can include: linguistic markers (i.e. hyberbolic and emotionally inciting language, language used in the “About Us” section[footnoteRef:43]), source reliability (i.e. reliable sources and quotes, links to reputable sites), content veracity markers (i.e. cross-reporting across other reputable sources). Extraction and analysis of these features involve sentiment analysis and automatic text mining to infer the tone and shock value of an article, as fake news is often designed to incite strong emotions[footnoteRef:44]. [43:  ]  [44:  ] 


	The third and last group of features are computational fact-checking markers which leverage artificial intelligence (AI) methods that automatically detect and instantly assess the claim of news headlines and content. This would require training the AI to extract meaning from news articles, infer relevant news topics, summarize existing knowledge about the news topic and subsequently compare content of news article to existing knowledge and third-party fact-checks sites. This has been briefly explored by academic researchers[footnoteRef:45] and commercial companies[footnoteRef:46] and could provide value in mitigating the spread of misinformation. Features that are more closely related to fake news can be used to train the system to automatically detect and flag fake news articles. Using the combination of all 3 groups of features, an automated reliability score can be computed for a news article and issued before users access such articles.  [45:  Ciampaglia, Giovanni et al., “Computational Fact Checking from Knowledge Networks”, PLOSone, 17 June 2015, retrieved from http://journals.plos.org/plosone/article?id=10.1371/journal.pone.0128193]  [46:  ] 


	Moreover, to prevent proliferation of fake news sites, websites can be ranked and assessed automatically through their content, and how similar or dissimilar its content is to fake news websites. Clearly, reputable news sources should feature news article with high reliability scores. Importantly, to avoid misinterpretation when ranking websites, verified tags should be awarded alongside warning labels[footnoteRef:47] and a level of transparency in educating the readers of the absence and presence of such labels. These labels can also create a feedback loop back into the system, as articles from, or reference, verified sites, are more likely to be reputable.  [47:  Pennycook, Gordon & Rand, David, “The Implied Truth Effect: Attaching warnings to a subset of fake news stories increases perceived accuracy of stories without warnings”, 2017, retrieved from http://bit.ly/2CqTE8C] 


	On top of detection and flagging of fake news, a comprehensive technological solution against fake news should also consider how to effectively debunk and neutralize the effects of misinformation through appropriate presentation of fact-checking, increasing media literacy and responsible media engagement. Recent studies suggest that the spread of, and susceptibility to, fake news is more directly attributable to cognitive laziness, than purely political partisanship[footnoteRef:48]. Potential ways of lightening the load of establishing the veracity of online content could promote access to fact checking such as automated recommendations of articles to debunk fake claims and one-click function to highlight a certain claim and fact-check it instantly with third party fact-checking sites or flag for review. Leveraging on the power of trending analytics and social corrections[footnoteRef:49], analysis of post engagement and sentiment analysis of comments could generate insights to inform readers how often a headline or article have been flagged or questioned for its veracity and hence be wary of its reliability. Readers can also receive real-time automatic updates of trending or previously-read fake news articles being debunked. To promote responsible media engagement, personalised recommendations from reputable sources and verification of sharing suspicious articles on social media websites can be implemented before readers can share the link.  [48:  Pennycook, Gordon & Rand, David, “Who Falls for Fake News? The Roles of
Analytic Thinking, Motivated Reasoning, Political Ideology, and Bullshit Receptivity.”, 2 August 2017, retrieved from https://papers.ssrn.com/sol3/papers.cfm?abstract_id=3023545]  [49:  Bode, Leticia & Vraga, Emily, “See Something, Say Something: Correction of Global Health Misinformation on Social Media”, Health Communications, 16 June 2017, pp.1-10] 


From a technological perspective, we will pursue AI methodologies that are easily interpretable, and perform life-long and active learning. Specifically, we will follow semi-supervised model-based learning that enables easy interpretation of the decision making. The developed systems will learn actively by asking the “right questions” to learn effectively, thereby reducing uncertainty by minimal interventions by the users. Moreover, the systems will improve continuously as more data is annotated, in other words, they are enabled with life-long learning.

Timeline
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-----Original Message-----
From: Nitin Agarwal [mailto:nxagarwal@ualr.edu]
Sent: Tuesday, April 10, 2018 11:14 PM
To: Wu, Pae C CIV USN ONR GLOBAL SINGAPORE (US) <pae.c.wu.civ@mail.mil>
Cc: Goolsby, Rebecca L CIV USN ONR (US) <rebecca.goolsby@navy.mil>
Subject: [Non-DoD Source] Re: COSMOS Office of Naval Research funding

Hi Pae,

I appreciate you reaching out.  My program officer at ONR is Dr. Rebecca Goolsby.  I am copying her on this note. 
My DARPA program manager is

Attached are two of my latest publications with full citation details as follows:

- Nitin Agarwal and Kiran Kumar Bandeli. Blogs, Fake News, and Information Activities. Digital Hydra: Security
Implications of False Information Online. NATO Strategic Communications Center of Excellence (StratCom COE).
pp. 31- 46. November 8, 2017. ISBN 978-9934-564-18-5.

- Nitin Agarwal, Samer Al-khateeb, Rick Galeano, and Rebecca Goolsby. Examining the Use of Botnets and their
Evolution in Propaganda Dissemination. Journal of NATO Defence Strategic Communications, Vol. 2, pp. 87-112.
2017.

Also, Dr. Golsby and I work closely with Dr. Lucia Falzon <lucia.falzon@dst.defence.gov.au> over at the
Australian Department of Defense Science and Technology on the topics of social network analysis. I appreciate any
details you could share about the workshop you are envisioning and if we could be of help.

Please let me know if there is anything I can provide to help further.

Best wishes,
Nitin

(b) (6)

mailto:nxagarwal@ualr.edu


From: Wu, Pae C CIV USN ONR GLOBAL SINGAPORE (US)
To: Goolsby, Rebecca CIV ONR, 341;
Subject: Re-send! FW: [Non-DoD Source] Re: COSMOS Office of Naval Research funding

Hi Rebecca and 
I’m putting this in the calendar in the hopes this time works. If not, please definitely let me know.  Would love to get on the phone to talk things
through sooner rather than later, so didn’t want scheduling to get in our way. 

Do either of y’all have a telecon line we can use? 
p

_____________________________________________
From: Wu, Pae C CIV USN ONR GLOBAL SINGAPORE (US) 
Sent: Wednesday, May 16, 2018 12:53 PM
To: 'Goolsby, Rebecca CIV ONR, 341' <rebecca.goolsby@navy.mil>; 
Subject: RE: Re-send! FW: [Non-DoD Source] Re: COSMOS Office o

I could probably do a call on 31 May morning (australia time potentially) or
evening. That would be 30 May evening/31 May morning East coast time. 

p

-----Original Message-----
From: Goolsby, Rebecca CIV ONR, 341 [mailto:rebecca.goolsby@navy.mil] 
Sent: Friday, May 11, 2018 10:40 PM
To: Wu, Pae C CIV USN ONR GLOBAL SINGAPORE (US) <pae.c.wu.civ@mail.mil>;

Subject: RE: Re-send! FW: [Non-DoD Source] Re: COSMOS Office of Naval
Research funding

Dear all,

Unfortunately, he week of the 21st is out for me as I am TDY from the 21st
to the 26th.  How about May 30? VR, RG

-----Original Message-----
From: Wu, Pae C CIV USN ONR GLOBAL SINGAPORE (US)
[mailto:pae.c.wu.civ@mail.mil] 
Sent: Friday, May 11, 2018 3:25 AM
To:  Goolsby,
Rebecca CIV ONR, 341 <rebecca.goolsby@navy.mil>
Subject: RE: Re-send! FW: [Non-DoD Source] Re: COSMOS Office of Naval
Research funding

Are you OK with that or are you suggesting we aim for week of 21st?  

My mornings and evenings 21-23 May are quite flexible.  

Rebecca -- what say ye? 

p

-----Original Message-----
From
Sent: T
To: Wu, Pae C CIV USN ONR GLOBAL SINGAPORE (US) <pae.c.wu.civ@mail.mil>;
Goolsby, Rebecca L CIV USN ONR (US) <rebecca.goolsby@navy.mil>
Subject: RE: Re-send! FW: [Non-DoD Source] Re: COSMOS Office of Naval
Research funding

It's going to be after 1800 Sydney Time for me otherwise we might have to
look when I am back in the US the week of the 21st.

Regards,

"This Email and attachments are For Official Use Only - Privacy Sensitive -
Any misuse or unauthorized disclosure may result in either civil or criminal
penalties."

-----Original Message-----
From: Wu, Pae C CIV USN ONR GLOBAL SINGAPORE (US)
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[mailto:pae.c.wu.civ@mail.mil] 
Sent: Thursday, May 10, 2018 10:44 AM
To: Goolsby, Rebecca CIV ONR, 341
Cc: 
Subject: Re: Re-send! FW: [Non-DoD Source] Re: COSMOS Office of Naval
Research funding

Rebecca and 

I could do 18 May evening sg time. So first thing east coast time. How early
are y'all comfortable with?

P

_____________________________________
Sent by mobile apologies for typos

Pae Wu, PhD
Science Director | ONR Global
+1.206.953.4192
http://www.onr.navy.mil/global

On May 10, 2018, at 22:16, Goolsby, Rebecca CIV ONR, 341
<rebecca.goolsby@navy.mil> wrote:

 Dear Dr. Wu and 
 
 My availability on the 16th is highly constrained and non-existent
on the
 17.   The 18th is possible.
 
 Very respectfully, 
 
 Dr. Rebecca Goolsby, Program Officer
 Office of Naval Research
 Human  & Bioengineered Systems
 One Liberty Center
 875 N. Randolph Street
 Arlington, VA 22203
 Phone: 703-588-0558
 Cell: 571-329-4763
 Email: Rebecca.Goolsby@navy.mil
 
 
 
 
 
 
 -----Original Message-----
 From: Wu, Pae C CIV USN ONR GLOBAL SINGAPORE (US)
 [mailto:pae.c.wu.civ@mail.mil] 
 Sent: Wednesday, May 09, 2018 10:29 PM
 To: 
Goolsby,
 Rebecca CIV ONR, 341 <rebecca.goolsby@navy.mil>
 Subject: RE: Re-send! FW: [Non-DoD Source] Re: COSMOS Office of
Naval
 Research funding
 

and Rebecca -- 
 I could do a telecom sometime Wednesday-Friday (16-18 May) until
about 2000
 SG Time/ 0800 ET on Friday.  Let me know if y'all can find a good
time for a
 call!
 
 I'll see if I can't get a more thorough draft from Prof. Dauwels
before
 then. 
 
 pae
 
 -----Original Message-----
 From: 
[mailto
 Sent: W
 To: Wu, Pae C CIV USN ONR GLOBAL SINGAPORE (US)
<pae.c.wu.civ@mail.mil>;
 Goolsby, Rebecca L CIV USN ONR (US) <rebecca.goolsby@navy.mil>
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 Subject: RE: Re-send! FW: [Non-DoD Source] Re: COSMOS Office of
Naval
 Research funding
 
 P et. al,
 
 I would love to definitely get together and talk on this.  I am
heading out
 to Austrailia next week and am very busy at the moment.  I wouldn't
be
 opposed to having a TELCON next week if Rebecca is available.
 
 Regards,

 "This Email and attachments are For Official Use Only - Privacy
Sensitive -
 Any misuse or unauthorized disclosure may result in either civil or
criminal
 penalties."
 
 
 
 -----Original Message-----
 From: Wu, Pae C CIV USN ONR GLOBAL SINGAPORE (US)
 [mailto:pae.c.wu.civ@mail.mil] 
 Sent: Tuesday, May 08, 2018 2:50 AM
 To: Goolsby, Rebecca CIV ONR, 341
 Cc: 
 Subject: RE: Re-send! FW: [Non-DoD Source] Re: COSMOS Office of
Naval
 Research funding
 
 HI Rebecca and
 So glad to have er email, Rebecca.  -- nice to see
your
 name!  This sounds really exciting that there's some interest in
building up
 something through the Bi-lat. 
 
 I've sent your distro A presentation to the PI (Justin Dauwels) for
his
 consideration. He has close ties with the ministry of homeland
affairs here
 (did projects on the extremist online content for them) so there's
also a
 tie-in with MHA in addition to MINDEF. 
 
 IN short, this could be the seed of something very interesting and
unique
 that we can do here in Singapore. 
 
 Definitely would be good to try and get together on a call sometime.
We're
 12 hours ahead of Arlington right now.  Could you do like 8 or 9AM
Thursday
 or Friday morning ET time? 
 
 p
 
 -----Original Message-----
 From: Goolsby, Rebecca CIV ONR, 341
[mailto:rebecca.goolsby@navy.mil] 
 Sent: Tuesday, May 1, 2018 3:12 AM
 To: Wu, Pae C CIV USN ONR GLOBAL SINGAPORE (US)
<pae.c.wu.civ@mail.mil>
 Cc:
 Subject: RE: Re-send! FW: [Non-DoD Source] Re: COSMOS Office of
Naval
 Research funding
 
 Dear Dr. Wu, 
 
 Thank you for your patience.  These are two quite interesting
pieces, not at
 all outside of my program's interest.   We've been working on crisis
and
 disaster informatics, rumor propagation and social hysteria issues
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for  over
 ten years now.  For the last four years, it's pretty much all we've
done. 
 
 I am working with on a separate, developing project
with
 Singapore and NPS.   We're looking to study information environment
 assessment but this a project still in early stages of development. 
 
 The "fake news" effort (attached for situation
awareness) is
 in line with literally hundreds of efforts spinning up around the
world.
 The work described here is fairly generic.  What would make this
USEFUL,
 unique and IMPORTANT is if the performer focused on disinformation
efforts
 in Asia Pacific, PARTICULARLY.  This is why I'm linking in
as we
 discussed this the other day with NPS and representatives from the
Singapore
 embassy. 
 
 Characterizing and assessing disinformation in Asia-Pacific is
woefully in
 need of study.  I'm very interested in finding the right people to
cooperate
 with to study this problem. tells me that there is a good
deal of
 information conflict surround US/Singapore bi-lateral military
exercises,
 held twice a year.  
 
 I am quite interested in developing a program thread on information
 conflicts in the Asia/Pacific region.  We have 3MEF customers-- and
the
 developing 3 MIG associated with them (Marine Corps Information
Groups) --
 that would be most interested in such a thread --as well as PACOM.
I'm
 including a publicly releasable draft of talk I gave that gives a
broad
 explanation of the concerns in social hysteria and crowd
manipulation my
 program has been researching.  
 
 Let's circle up soon and have a chat. 
 
 
 Very respectfully, 
 
 Dr. Rebecca Goolsby, Program Officer
 Office of Naval Research
 Human  & Bioengineered Systems
 One Liberty Center
 875 N. Randolph Street
 Arlington, VA 22203
 Phone: 703-588-0558
 Cell: 571-329-4763
 Email: Rebecca.Goolsby@navy.mil
 
 
 
 
 
 
 
 -----Original Message-----
 From: Wu, Pae C CIV USN ONR GLOBAL SINGAPORE (US)
 [mailto:pae.c.wu.civ@mail.mil] 
 Sent: Sunday, April 29, 2018 10:31 PM
 To: Goolsby, Rebecca CIV ONR, 341 <rebecca.goolsby@navy.mil>
 Subject: Re-send! FW: [Non-DoD Source] Re: COSMOS Office of Naval
Research
 funding
 
 Hi Dr. Goolsby -- here you go. Hope your computer woes are slowly
resolving!
 
 
 Look forward to learning more about your programs and your potential
 interest areas. 
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 -----Original Message-----
 From: Wu, Pae C CIV USN ONR GLOBAL SINGAPORE (US) 
 Sent: Wednesday, April 11, 2018 4:58 PM
 To: Goolsby, Rebecca L CIV USN ONR (US) <rebecca.goolsby@navy.mil>
 Subject: RE: [Non-DoD Source] Re: COSMOS Office of Naval Research
funding
 
 Hi Dr. Goolsby -- I am a science director based in Singapore for
ONRG.  I
 have been working with for over a year to scope out some
 activities here in Singapore to support a (still in development) STO
program
 that would be performed here in Singapore. The big picture is
related to
 gray zone, and in the near term the activity in Singapore would be
looking
 at how real world urban sensors (multiple modalities) can be applied
to
 person identification. 
 
 In parallel with this, I have been discussing possible R&D grants
with
 academics here in Singapore that ONRG may fund to complement the
larger gray
 zone question.  I am extremely new to this space, but generally am
 interested in looking at how new analytical techniques (to include
machine
 learning) can be applied to real world datasets for diagnosing
activities
 that (taken in aggregate) may amount to gray zone aggressions.
Singapore is
 a particularly interesting location to perform such studies in large
part
 because of their national strategy to become a smart nation.
Surveillance
 cameras are ubiquitous and real-time transport tracking is as well.
 Further, they are sensorizing housing developments (where 80% of
 singaporeans reside) for more conveniences for daily life, and
ancillary
 security considerations. In short, there is an appetite and some
comfort
 with using with real world data in controlled ways. 
 
 These elements I suspect are a bit afield from your program
activities, but
 I was hoping to perhaps start a conversation about these larger
questions
 surrounding gray zone and how we might be able to leverage our
presence here
 in Singapore to support ONR's activities as well.  I am attaching a
couple
 very light white papers from a professor here in Singapore who wants
to
 apply machine learning and deep learning approaches to national
security
 problems. I'm awaiting a more technically deep draft from him, but
in the
 meantime, I wanted to get a sense from you whether these are ideas
that
 might resonate with your program as well? I've been in contact with
Lisa
 Troyer and Fred Gregory from ARO as well regarding these white
papers.  
 
 Thanks for your time and I look forward to learning more about your
program.
 
 Pae
 
 
 Very respectfully,
 ___________________________________________
 Pae Wu, Ph.D. 
 ONR Global Science Director Singapore Office Embassy of the United
States of
 America |Singapore
 (m) +1 (206) 953.4192 | (o) +65 6476.9300
 iMessage/FaceTime: pae.c.wu.civ@mail.mil
 http://www.onr.navy.mil/global   
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 -----Original Message-----
 From: Nitin Agarwal [mailto:nxagarwal@ualr.edu] 
 Sent: Tuesday, April 10, 2018 11:14 PM
 To: Wu, Pae C CIV USN ONR GLOBAL SINGAPORE (US)
<pae.c.wu.civ@mail.mil>
 Cc: Goolsby, Rebecca L CIV USN ONR (US) <rebecca.goolsby@navy.mil>
 Subject: [Non-DoD Source] Re: COSMOS Office of Naval Research
funding
 
 Hi Pae,
 
 I appreciate you reaching out.  My program officer at ONR is Dr.
Rebecca
 Goolsby.  I am copying her on this note.  My DARPA program manager
is 

 
 Attached are two of my latest publications with full citation
details as
 follows:
 
 - Nitin Agarwal and Kiran Kumar Bandeli. Blogs, Fake News, and
Information
 Activities. Digital Hydra: Security Implications of False
Information
 Online. NATO Strategic Communications Center of Excellence (StratCom
COE).
 pp. 31- 46. November 8, 2017. ISBN 978-9934-564-18-5.
 
 - Nitin Agarwal, Samer Al-khateeb, Rick Galeano, and Rebecca
Goolsby.
 Examining the Use of Botnets and their Evolution in Propaganda
 Dissemination. Journal of NATO Defence Strategic Communications,
Vol. 2, pp.
 87-112. 2017.
 
 
 Also, Dr. Golsby and I work closely with Dr. Lucia Falzon
 <lucia.falzon@dst.defence.gov.au> over at the Australian Department
of
 Defense Science and Technology on the topics of social network
analysis. I
 appreciate any details you could share about the workshop you are
 envisioning and if we could be of help.
 
 Please let me know if there is anything I can provide to help
further.
 
 Best wishes,
 Nitin
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